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The phase integral approximation for the Green's function is investigated so as to yield an approximate 
expression for the density of states per unit interval of energy. This quantity is shown for negative energies 
(bound states) to depend only on the periodic orbits, i.e., the smoothly closed trajectories, unlike the 
approximate wavefunctions which depend on all possible trajectories. A particle in a periodic box of one, 
two, and three dimensions is discussed first to demonstrate how the approximate density of states 
contains a continuous background besides the /5-function spikes of the discrete spectrum. Then we 
examine the situation in a spherically symmetric potential where special problems arise because the 
quasiclassical propagator has to be evaluated at a focal point of the classical trajectory. With the help 
of the Helmholtz-Kirchhoff formula of diffraction theory, the amplitude is shown to remain finite at the 
focus. The orbits which remain entirely in a region of Coulombic potential yield a spectrum of Balmer 
terms with appropriately reduced degeneracy. However, the orbits which penetrate the screening Charge 
give discrete levels obeying the Bohr-Sommerfeld conditions with the correct degeneracy. The con­
tinuous background in the approximate density of states can be discussed on the basis of the formulas 
derived in this paper. This is necessary as an introduction to the problem of a particle in a potential 
where the motion is not multiply periodic. 

INTRODUCTION because this background represents something un-
Most textbooks on quantum mechanics include a physical in the case of a spherically symmetric 

chapter where classical mechanics is shown to be the potential. It should simply be discarded as an artifact 
limit of quantum mechanics when Planck's quantum of the approximation which is of no consequence in 
goes to zero. Examples are given to demonstrate the view of the sharp spikes. There is, however, the 
approximate validity of the quantization rules of Bohr possibility that the approximate spectrum of a particle 
and Sommerfeld. This fulfills the need to make quan- in an anisotropic potential contains no sharp spikes 
tum mechanics philosophically more acceptable, to because the classical motion is not multiply periodic. 
recall its historical development, and to give an in- Yet, the spectrum might give information about the 
tuitive understanding for some of its most elemeritary approximate energy eigenvalues exactly like any other 
results. Yet, the close relation between classical and resonance phenomenon which is broadened by some 
quantum mechanics is hardly ever used to find ap- relaxation processes. It seemed very hard to investi­
proximate solutions of Schrodinger's equation except gate this idea before the much simpler case of a 
for the above purposes or in the very simplest spherically symmetric potential was fully understood. 
situations. The problem is stated more explicitly in Sec. 1. 

It seemed, therefore, worthwhile to expand the Contrary to the previous papers, I and II, we give a 
scope of the phase-integral or WKB method and make formulation which gives us the approximate energy 
it available as a method of approximation, particularly spectrum without the corresponding approximate 
for finding the spectrum of a single particle bound in eigenfunctions of the Hamiltonian. The method is 
some electrostatic potential. After treating the hydro- illustrated first in Sec. 2 with two examples where the 
gen atom in a novel fashion,l it became clear that approximation happens to give the exact answers. A 
classical mechanics could indeed yield results which third example is discussed in Sec. 3, where most cal­
had been obtained previously only by solving Schro- culations can be performed fairly easily and the sharp 
dinger's equation. On the other hand, it was shown in spikes correspond to the exact results, but there is 
II that there were some unexpected features as soon as definitely a background, i.e., the approximate density 
the spherically symmetric potential was not purely of states does not consist only of b functions. 
Coulombic. The spectrum seemed to contain not only The last four sections are devoted to the spherically 
the sharp spikes corresponding to bound states of symmetric case. It turns out that there are a number of 
well-defined energy, but also a relatively smooth technical difficulties to overcome which are due to the 
background as if there was a continuum of states spherical symmetry. It is necessary to evaluate the 
besides the discrete spectrum. approximate Green's function at a focus of the classi-

The purpose of this paper is to establish the exist- cal trajectories where the amplitude appears to be 
ence of such a background in the most straightforward infinite at first glance. However, this problem is 
manner. That is not a very interesting goal in itself solved in Sec. 4 by a method which was used by 
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Debye for the corresponding task in optics. The 
approximate Green's function is integrated over all 
space in Sec. 5, where it is shown that only periodic 
orbits make a contribution to the spectrum. This 
result applies not only to a spherically symmetric 
potential, and may yield the first real generalization 
of the Bohr-Sommerfeld conditions. 

Since a nucleus screened by a fairly well-localized 
charge cloud is the most interesting example, we have 
to discuss the effect of Kepler orbits which occur only 
in a limited range of energy and angular momentum. 
As shown in Sec. 6, this situation leads to a partial 
Balmer spectrum where each energy is less than 
n2-fold degenerate. Finally, the sharp spikes are ob­
tained in Sec. 7 for orbits which go through the 
screening charge and their strength is shown to corre­
spond to the correct (21 + I)-fold degeneracy. Thus, 
the stage is set for a detailed calculation of the back­
ground in the density of states. It will be investigated 
in the following paper which is now in preparation. 

1. NOTATIONS AND BASIC FORMULAS 

The present paper is concerned with the approxi­
mate Green's function G(q"q'E) of a single electron in 
three dimensions. The Green's function G(q"q'E) is 
simply the probability amplitude for the particle to end 
up at the position q" if it is known to have started at 
the position q' and was propagating with the energy 
E. The Hamiltonian has the ordinary form 

H(pq) = (p2/2m) + V(q) (1) 

with a spherically symmetric potential whose singu­
larity at the origin q = 0 has the Coulomb form 

V(q) '"" -Zoe2Ir, (2) 

where r = Iql. We are interested in bound states and 
shall assume E < 0 henceforth. 

In the classical limit, G(q"q'E) is approximated by 

1 
G(q"q'E) = - -~ -2 ~ IDi 

2TTIi classical 
trajectories 

[
S( " 'E) ] 

X exp i q li
q 

-phases, (3) 

where 

S(q"q'E) =la
"p dq 

a' 
(4) 

and D. is the 4-by-4 determinant of second derivatives 

02S 02S --
oq"oq' oq"oE 

(5) D = • 02S 02S 
--
oEoq' OE2 

The "phases" are given by iTT multiplied by the 
number of conjugate times along the trajectory. 

In order to study the singularities of G(q"q' E) along 
the energy axis, we start from the formula 

G( " 'E) = ~ ~;(q")~'J(q') 
qq t E-E. ' 

I 

(6) 

where ~j(q) is the eigenfunction with label} and eigen­
value E j of the Hamiltonian (1). After we have set 
q" = q' and integrated over the 3-dimensional coordi­
nate space, we find that 

I d3qG(qqE) = t (E - E j )-1. (7) 

This last formula can be written in an equivalent form 
if we use the well-known relation 

(E + ir:. - Ej )-1 

= PI(E - Ej ) - iTT sgn r:.t5(E - E j ), (8) 

where P is the Cauchy principal value and t5 the Dirac 
t5 function. The discontinuity DG(q"q'E) of G(q"q'E) 
across the real energy axis 

DG(q" q' E) = lim [G(q" q'(E + ir:.» - G(q" q'(E - ir:.»] 
<-+0 

(9) 

has the spectrum 

J d3q DG(qqE) = - 2TTi t t5(E - E j ), (10) 

i.e., a t5-function singularity of strength -2TTi for each 
energy eigenvalue. 

The question to be answered in this paper is the 
following: If we assume G(q" q' E) to be given approxi­
mately by G(q" q' E) as in formula (3), does the spectrum 
along the negative energy axis stilI have the simple 
appearance of formula (10) except that the energies 
E j are to be replaced by approximate values Pi? 

2. A TRIVIAL AND A SIMPLE EXAMPLE 

In order to clarify the meaning of this question, 
two examples are discussed first where the answer is 
affirmative. The example of the next section is shown 
to yield a negative answer in spite of the simple rela­
tion to the two examples of this section. The reason for 
the different behavior is entirely in the dimensionality 
of the examples with two dimensions inherently more 
complicated than either one or three dimensions. 
Since the conditions are the same in each case, they 
will be described for all at the same time. 

Consider a particle in a box of linear extent L, in 
either one, two, or three dimensions, with a constant 
potential (equal to zero) inside the box. Let us discuss 
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the situation when periodic boundary conditions are 
assumed, i.e., we have a torus of length L in each 
dimension and the standard Euclidean metric on it. 
The Hamiltonian is given by H(pq) = p2/2m, and the 
action integral S(q"q'E) = [2mE Iq" - q'12]!. The tra­
jectories whose end point q" coincides with the starting 
point q' are obtained from the condition q; = q; + niL, 
where ni are integers ranging from - 00 to + 00, with 
one such integer for each dimension. 

The approximate Green's function is given by 

G(q"q'E) 

= [m/ili(2mE)!] exp [(i/Ii)(2mE)! Iq" - q'l] (11) 

for the free particle in one dimension. If this expression 
is summed over all closed trajectories and integrated 
over the box of length L, we find that 

f mL +0Cl [i !J dqG(qqE) = !~exp -Inl L(2mE) 
ili(2mE) -0Cl Il 

mL L(2mE)! 
= cot ---'----'-

1l(2mE)! 21l 
+0Cl 1 

- ~ (12) 
- -0Cl E - (2hrll/L)2(2m)-1 ' 

which is the expected result. In this particular case, G 
coincides with G. However, even if the approximate 
Green's function differs from the exact one, the geo­
metric series always arises in one dimension and can 
be transformed into a series of the type (7) because of 
the partial-fraction expansion for cotangent. 

In three dimensions the approximate Green's 
function 

G( " I E) ___ 1_ m 
q q - 27T1l21q" - q'l 

X exp [~(2mE)! Iq" - qllJ (13) 

for the free particle again coincides with the exact 
Green's function. The density of states S d3qDG(qqE) 
for a particle in a 3-dimensional periodic box is 
obtained by evaluating the sum 

(14) 

which includes the term n1 = n2 = n3 = 0 correctly 
as (n~ + n~ + n;)! = o. 

This triple summation can be transformed into an 
expression like (7) with the help of the Fourier integral 

G(q"qIE) = _1_ f d
3
p eip (q"-q')/Ii. (15) 

(27T1l)3 E - p2/2m 

We can insert q; = q; = niL and do the summation 
over all ni under the integral sign. The exponential is 
thereby converted into a sum over products of b 
functions, namely, 

~ b(VI - PIL/27TIl)b(V2 - p2L/27TIl)b(V3 - P3L/27T1l), 

where each v runs from - 00 to + 00. The integration 
over PI' P2' and P3 is trivial, and we find that 

fd3qG(qqE) = ~ (E _ (27T1l!2 (v~ + v~ + Vi»)-l. 
V}V2 Va 2mE 

(16) 

The spectrum is completely discrete, as indeed it 
should be when we happen to have the correct Green's 
function. It should be noted that, although the calcu­
lation in this case is quite simple, it cannot be gen­
eralized to arbitrary potentials as in the preceding 
example. 

The Kepler problem is another example in three 
dimensions which leads to a completely discrete spec­
trum for the negative energies as was shown in I. The 
approximate Green's function G is not equal to the 
exact one, however. The Coulomb potential is excep­
tional compared to other spherically symmetric 
potentials because of its discrete spectrum even in the 
quasiclassical approximation. This is undoubtedly 
due to the high degeneracy of its classical orbits. 

3. A TYPICAL EXAMPLE 

The approximate Green's function for a free particle 
in two dimensions is given by 

iu/4 
G( 1/ I E) = _ _ e_ m 

q q (27T)! 112 

[
(2mE)! Iq" - qll]-! [i(2mE)! Iq" - qll] x exp . 

Il Il J 

(17) 

This constitutes the asymptotic form for large dis­
tances Iq" - q'l of the correct expression 

G(q"q'E) 

= -(m/7T1i2)Ko([-2m(E + i€)]! Iq" - q'l/Ii), (18) 

where Ko is the modified Bessel function of the second 
kind. It can be written as a Fourier integral exactly 
like (15), and we are led to a formula exactly like (16) 
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for the particle in a periodic box by the same argu­
ment. 

It would seem futile to investigate what happens if 
the approximate Green's function 0 is used instead of 
G, except to demonstrate what kind of new features 
are introduced into the density of states through the 
use of 0 when it does not coincide with G. Therefore, 
we want to discuss the double sum 

fd2 O( E) = _ mL2 "'f 1 q qq 2 £., 2 2 1 
27T1i nl n. [1]( nl + n2)] 

x exp {27Ti[1](n~ + nmt + ii7T}, (19) 

where 'Y} = 2mVE/(27T1i)2 is the dimensionless energy. 
The prime in the summation sign indicates the omission 
of the term nl = n2 = O,which can be brought in only 
when DO is calculated. 

The singularities of this last sum can be found by the 
following argument. The infinite sum bas no upper 
bound if a sufficient number of terms add up in phase. 
These terms have to be contiguous in the double sum 
since otherwise the intervening terms tend to destroy 
any "constructive interference." For large nl and n2 

the phase increase of the terms nl ± 1 and n2 ± I can 
be" approximated by the partial derivatives of 

27T['Y}(n~ + n~)]t 
with respect to n1 and n2 • Thus, we get the conditions 

~ ['Y}(n~ + nmt = VI' 
anI " 

~ ['Y}(n~ + n~)]t = V2, (20) 
an2 

where VI and V2 are integers between - 00 and + 00 

which do not vanish simultaneously. The two equa­
tions can be solved only if 1] = v~ + v~ or 

A detailed analysis is given in Appendix A to show that 
the sum (19) has a simple pole with residue I at the 
energy given by (21) for each pair of integers (VI' v2) 

excluding (0, 0). 
The neighborhood of the origin in the complex 

E plane can be treated very simply because the sum 
(19) is approximated quite well for small 'Y} by the 
integral 

_ mI3 fd~lfd~2 1 
27T1i2 [1]a~ + ~~)]1 

x exp {27Ti[1](~~ + ~~)]t + ii7T}, (22) 

where none of the factors changes much when nl or 
n2 change by I. Since this integral converges at 
~l = ~2 = 0, the omission of the term n1 = n2 = 0 

makes no difference. If we go to polar coordinates in 
the (~I' ~2) plane and give E a positive imaginary part 
so as to obtain good convergence at infinity, the inte­
gral (22) is found to be 7T/2(2)tE. If the integrand had 
been replaced by the correct Green's function (I8), 
the integral would have been I/E as expected. The 
approximate Green's function (17) gives a simple 
pole at E = 0 whose residuum is, however, equal to 
7T/2(2)t rather than 1. We can understand this "mis­
take" from the fact that 0 is not a good approximation 
of G for small energies; in fact, 0 is too large for 
small E and can thus be expected to yield too large 
a residuum at E = O. 

The important question to answer is concerned 
with the behavior of (19) along the real E axis between 
the poles (21). If we want to apply brute force and 
evaluate the sum on a computer, we have to make it 
better convergent and preferably real. The latter is 
achieved by considering S d2qDG(qqE) and the former 
by integrating over E from 0 to some open upper 
limit. The resulting expression represents the number 
N of eigenstates between 0 and this upper limit. After 
dividing out -27Ti and integrating by parts each term, 
we find the expression 

N(1]) = -'Y}f('Y}) + i fd1]f(1]) , (23) 

f(1]) = 1. If 1 
7T nl n2 [1](n~ + nmi 

x cos {27T['Y}(n~ + n~)]t + i7T}. (24) 
The conditionally convergent sum for (24) can be 
evaluated quite easily if we let the partial sums cover 
all the integer points in the (nI , n2) plane inside a square 
Inil :::;; /, In21 :::;; /. This way of summing constitutes a 
partial reordering of the terms as compared to partial 
sums where (n~ + n:)t :::;; /, but the two methods are 
equivalent in this case. 

It is shown in Appendix B that f(1]) has a power­
series expansion whose leading term is 'Y}-i, and the 
further terms are 1]-1, 'Y}+1, 'Y}+!, ... , all with non­
vanishing coefficients. Whereas the leading term does 
not contribute to N('Y}), all the subsequent terms do so 
and constitute a convergent power series for N('Y}) 
which is valid for 1] < 1. There is no doubt that the 
number of states N(1]) does not vanish between 0 and 
1, although it goes to zero for small 1], i.e., like 1]1 
with a negative coefficient. The density of states is 
given by the analogous power series 

dN __ 1_! r(n + !)r(n + !) t5 1]n 
d1] - 27T1J! 0 r(n + t)r(n + 1) n+! 

_ ~ ! ~ r(n + t)r(n + t) t5 • n 

27T 1] f r(n + i)r(n + 1) n~'Y}· (25) 
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The b's are positive except bt (cf. Appendix B). The 
leading negative coefficient in (25) can be understood 
as a compensation for the too strong b function of 
dNjdfJ at "I = O. 

dN/d"1 

.1 

-.I The term n1 = nz = 0 was omitted from (19) be­
cause the approximate Green's function (17) is 
obviously incorrect at q" = q' since it has a stronger -.2 

singularity than the correct Green's function (18). The -.3 

correct contribution for the exceptional "closed orbit 
of zero length" follows from 

lim DG(q"q'E) = -i ~. 
q" .... q' Ii 

(26) 

After dividing by - 21Ti and integrating over the 2-
dimensional box as well as over the energy from 0 to 
E, one gets the contribution 1TfJ to N(fJ) or simply 1T 
to dN/dfJ. Therefore, we have to add 1T to the expansion 
(25) in order to obtain the complete density of states 
in the interval 0 < "I < 1. 

The expansion (25) is useful only for small values of 
"I, whereas "I should cover the interval from 0 out to 
00. It is quite hard to find further information about 
the analytical behavior of dN/dfJ. We have, therefore, 
resorted to evaluating the expression which follows 
directly from (19), 

dN = ~ (21T1i)2fd2q DG(qqE) 
dfJ 21T 2mlJ 

~, 1 
=1T+k 2 21 

nl.n2 [fJ(n l + n2)] 

X sin {2TT[fJ(ni + nnJ! + i1T}, (27) 

on a computer. The series can be made convergent 
with the help of Cesaro sums, i.e., averaging over the 
successive partial sums. The result as shown in Fig. 1 
is remarkably smooth and small (compared to 1) 
outside the neighborhood of the critical values "I = 
(vi + v~)!. 

The discontinuous behavior near "I = (vi + v~)! 
can be understood if we subtract from (27) all the 
b functions. This can be done in the present simple 
case because we know the exact Green's function of 
the problem. In particular, we have from DG(q"q'E) = 
-i(m/1i2)Jo[(2mE)! Iq" - q'I/Ii] the Poisson formula 

~ b[fJ - (vi + v~)!] = 1T ~ Jo{21T[fJ(ni + nm!}. 
VI VI 1l11l2 

(28) 

If (28) is subtracted from (27), we can apply the asymp­
totic formula for Jo on the right-hand side to find 

-,4 

-.5 

-.6 

-.7 

FIG. 1. The density of states (27) for a particle in a 2-dimensional 
periodic box according to classical mechanics after subtracting the 
b-function spikes at 1) = J, 2, 4, and 5 which correspond to the exact 
quantum states. The integral over these b functions equals 4 for 
1) = J, 2, 4, and 8 for 1) = 5. The normalized energy 1J is given by 
2mL 2 E/(21Th)2. 

The omitted terms are sums like (24) and (27) with the 
t power of fJ(ni + n~) and higher in the denominator. 
These omitted terms are, therefore, continuous at "I = 
(vi + v~)!, whereas f(fJ) decreases discontinuously 
by 4/"1 or 8/"1 according to the number of pairs 
(VI' V2) with "I = (vi + v~)!. (Cf. Appendix B.) 

Although it is not practical to evaluate the right­
hand side of (29), one can make the following strong 
statement about the part of dN/dfJ which is not con­
tained in the b-function singularities. Its integral from 
o to 00 vanishes. Indeed, if we take the difference 
between the right-hand sides of (27) and (28), we can 
integrate term by term. The integral over the difference 
between terms with the same nl and nz is given by 

roo dfJ(Sin [2TT,u(fJ): : 1T/4] _ 1TJo[21T,u(fJ)!]) = 0, 
Jo [,u(fJ) ] 

(30) 

where we have abbreviated ,u = (ni + n~)!. Although 
the approximate density of states dN/dfJ does not 
vanish between the b-function singularities, its integral 
vanishes. The approximate Green's function does not 
introduce any "new states" with a continuous distri­
bution in addition to the discrete states. 

4. THE VALUE OF G WHEN q* = q' 

A number of technical difficulties have to be over­
come which arise from the rotational symmetry of the 
problem in general and from the Coulomb potential 
in particular. We shall assume first that V(q) is not 
purely Coulombic in any region of measure greater 
than zero. But this assumption will be dropped later 
on because we want to include the physically significant 
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case where V(q) arises from the partial screening of 
the nucleus by an electronic charge cloud. 

The first term in (3) is given by the Thomas-Fermi 
approximation (cf. I) 

G( " 'E)~ _ m 
q q - 27T!i2 Iq" - q'l 

X exp {i Iq" - q'l [2m(E - V(q»]1/1i} , (31) 

where q = !(q" + q'). This expression is singular at 
q" = q', but the singularity is not a consequence of 
the phase-integral approximation G. The exact Green's 
function G has the same behavior as q" approaches q' 
because G solves the inhomogeneous Schr6dinger 
equation with b(q" - q') on the right-hand side. 

The discontinuity of both (31) and G across the real 
energy axis remains finite. By taking the difference 
between (31) and its complex conjugate, we find that 

DG(q"q'E) ~ -i m 
7T!i2Iq" - q'l 

X sin {Iq" - q'l [2m(E - V(q))]1/1i}. (32) 

This expression is valid only when V(q) < E. If q" 
approaches q', the result is - 27Tim[2m(E - V(q))]1/ 
27T21i3, for V(q) < E and zero elsewhere. Therefore, we 
find 

J
d3q DG(qqE) ~ -27TiJd3q ~ 3 [2m(E - V(q))]1 

27T Ii 
(33) 

for the contribution of the first term in (3) to the 
spectrum as defined in (10). 

The remaining terms in (3) arise from a trajectory 
which carries the electron from q' to q" and which 
does not shrink to zero as q" approaches q'. The 
amplitude factor is given by the expression 

D= M m 
• r'r" sin c/> [2mr'2(E - VCr'»~ - M2]1 

m (ac/»-l 
X [2mr"2(E _ V(r"» _ M2]1 aM ' (34) 

where M is the angular momentum of the trajectory 
from q' to q" and 1> is the polar angle swept out in the 
orbital plane. As q" approaches q', the angle 1> goes 
to a multiple of 27T and we can write 

fr'dr M 
1> = 2A7T - - , (35) 

r" r [2m(E - V(r» - M2]1 

where r" is assumed to approach r' from below. For 
the other possible circumstances, (35) has to be modi­
fied correspondingly. The derivative iJcp/aM in (34) is 
to be taken at constant r' and r". 

If (34) is inserted into (3), it is quite obvious that 
one cannot go to the limit q" ->- q' because of the factor 
(sin 1»-1. This singularity does not disappear in DG 
as did the previous one, because the phase factor in (3) 
is just about arbitrary, i.e., depending on the whole 
trajectory from q' to q". The origin of the singularity is 
the convergence of all the trajectories which left q' in 
different planes with the same angular momentum M. 
The end point q" = q' is a focus for the trajectories of 
given energy E through q' because of the rotational 
symmetry. The lowest order of approximation for Gin 
powers of Ii breaks down and has to be replaced 
locally by going to a higher order. 

The point q' is enclosed by a volume W of rotational 
symmetry around the straight line from the origin to 
q'. The surface ~ of this volume is assumed to be many 
wavelengths 27T1i[2mr2(E - V)]-1 away from q', yet 
the diameter of this surface is assumed to be small 
with respect to the distance r' from the origin. The 
expression (3) for the particular trajectory of interest 
is, therefore, a good approximation on ~, but not 
inside. Thus, we can apply Green's formula (generally 
called the integral formula of Helmholtz and Kirch­
hoff in diffraction theory2) 

u(q") =.11 d~(u(q) av _ v(q) aU) 
47T y an an (36) 

in the following manner. Here u represents the two 
terms in (3) which are close to a particular trajectory 
with q" = q'. In one term, the trajectory has not 
crossed the line from 0 to q' (incoming wave); in the 
other, it has crossed that line and has lost an extra 
phase 7T/2 (outgoing wave). The values of u on ~ can 
easily be computed because the trajectories inside W 
differ very little from straight lines. The function v 
propagates the incoming and outgoing waves from the 
points q on ~ to q" in the neighborhood of q'. Thus, 
v(q"q') is given to a sufficient approximation by the 
Thomas-Fermi expression (31). 

The evaluation of (36) presents no further difficul­
ties. The integration over ~ is done by the stationary 
phase method. The details are worked out in Appendix 
C. For each trajectory with q" = q' = q, we get the 
contribution 

1 M m 1 a1> 1-1 

- (27T1i)! h r[2mr2(E - V) - M2]1 aM 
X exp iC(q:E) - ~ -Phases) (37) 

to G(qqE) , where the "phases" come from the con­
jugate points before the end point. If we had worked 
out the same formula in two dimensions only, the 
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factor Min would be missing from (37). The rotational 
symmetry in three dimensions introduces the degen­
eracy given by Min. 

5. THE SUMMATION OVER CLOSED ORBITS 

With the help of the expression (37), we can now 
evaluate the integrals (7) or (10) for the approximate 
Green's function G(q"q'E). We shall consider each 
term in the summation (3) over the classical trajec­
tories separately, leaving out the first term which has 
been discussed already. In order to perform the inte­
gration over r, we have to introduce a more detailed 
discussion about the limits of integration for a given 
energy E and angular momentum M. 

If the screening electron cloud is fairly well con­
centrated III a thin sheIl around the nucleus, the 
function 

R(r) = [2mr2(E - V(r»]! 

has a local minimum, inside the screening region. The 
corresponding angular momentum M = R(n is called 
the critical angular momentum because for M > M 
the classical trajectories remain either entirely inside, 
or entirely outside. The equation 2mr2(E - V(r» = 
M2 has two further solutions '1 < , < '2' Thus for 
M < M there is only one pair of solutions r1 < '1 < 
'2 < r2 for the equation 2mr2(E - VCr»~ = M2, where­
as for M > M the same equation has two such pairs, 
an "inner" pair with '1 < r1 < r2 < , and an "outer" 
pair with , < r1 < r2 < '2' Finally, we calI ro the 
radius for which VCr) = E. 

The trajectories have been further classified in II 
so as to determine the number of conjugate points 
between q' and q". This classification is not needed here 
because of the following crucial observation, which 
eliminates about half of the possible trajectories from 
our present investigation. Since q" = q', the absolute 
values of the momenta at the beginning and at the end 
are equal, i.e., Ip'l = Ip"l = [2m(E - V)]!. Since the 
angular momentum M is constant along the trajectory, 
the components of p' and p" perpendicular to q" = q' 
are equal. Therefore the components of p' and p" 
parallel to q" = q' are either equal or the negative of 
each other. 

Now consider the integral over (37) for a particular 
trajectory which starts at q' = q and ends at q" = q. 
As q moves through the volume of integration, the 
action integral S(qqE) changes, and its rate of change 
with respect to q is given by 

oS(qqE) = oS(q"qE) I oS(qq'E) I 
~ ~ " +::l , uq uq q"=q uq 0'=0 

The phase in (37) is constant provided p" = p'; other­
wise it changes at a rate given by twice the radial 
component of the momentum. In the former case the 
trajectory is a closed (periodic) orbit; in the latter case 
the trajectory is closed but not smooth since its direc­
tion changes abruptly at q. 

If the expression (37) is integrated for a trajectory 
which does not close itself smoothly, the phase factor 
varies rapidly with the end pointq. In the limit of small 
n, the contribution from such a trajectory is negligible 
compared to the contribution from a closed (periodic) 
orbit whose phase factor remains constant throughout. 
The spectrum is, therefore, determined by the periodic 
orbits only, although the wavefunctions are made up 
of both types of trajectories, as was shown in II. This 
rule should be quite generaIly valid because the argu­
ments that went into its proof used only formula (38) 
and the conservation of energy. If we recall the inter­
pretation of the trajectories as geodesics in a Rieman­
nian manifold, particularly in momentum space (cf. 
II), the importance of the closed geodesics for the 
spectrum becomes a very attractive feature. 

Since only periodic orbits are of interest, we need 
to know only the integral 

y(E, M) =f'2 dr M , (39) 
r1 r [2mr2(E - V) - M2]! 

which gives the polar angle swept by the particle be­
tween its minimum and maximum distance from the 
?rigin. According to (35), the condition for periodicity 
IS 

2vy = 2;''IT, (40) 

where;' and v are positive integers. In other words, the 
angular momentum M has to be chosen such as to 
make r(E, M) a rational part of 'IT. For M < M there 
is only one value for y, whereas for M > M there are 
two values, an inner and an outer one. All of these 
values for y become infinite near M, but we shall leave 
the discussion of the details to a later section. Each 
closed orbit arising from condition (40) has to be 
counted twice, because the radial component p" = 
p' = p at q" = q' = q can be negative or positive, 
although the shape of the orbit is exactly the same. 

The number of conjugate points has been discussed 
in II, and we refer the reader to that paper for the 
relevant arguments. For the trajectories of interest in 
this work, the rule is simple. If (oY/OM)E > 0, there 
are 2v + 2;' - 1 conjugate points, whereas if 

(OY/OM)E < 0, 

= pI! _ p'. (38) there are only 2v + 2;' - 2. If we introduce again the 
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radial action integral 

weE, M) =lr2 

dr [2mr2(E - V) - M2]t (41) 
rl r 

and the total action integral 

O(E, M) = weE, M) + My(E, M), (42) 

we can write the contribution from each periodic orbit 
to the approximate Green's function G(qqE) as 

-(217li3rt 2M m /21' 01' /-t 
Ii r[2mr2(E - V) - M2]t oM 

x exp i(21'O/1i - 1'17 - h - sgn y ·17/4), (43) 

where y is an abbreviation for (Oy/OM)E. 
It is now easy to integrate over all space, i.e., all 

the space which is covered by the particular orbit of 
energy E and angular momentum M. After multiplying 
(43) with 417r2 dr and integrating from r 1 to r 2, we find 
that the factor m/r[2mr2(E - V) - M2]t is replaced 
by 417(OW/oE)M. If we leave out the first term (31) in 
the summation (3) over the classical trajectories, we 
can now write 

f d3qG(qqE) 

417i ! 2M(OW) 12 (01') I-t 
= - (217li3)t )...Y>oh oE M V oM E 

X exp i(21'O/1i - 1'17 - ).17 - sgn y ·17/4). 

(44) 

The factor (OW/OE)M has a simple physical interpreta­
tion. Since [2m(E - V) - M2/r2]t is the radial com­
ponent of the momentum, (OW/OE)M is the integral 
over dr divided by the radial component of the velocity. 
Therefore, 21'(OW/OE)M is the period of the periodic 
orbit. We have to insert the factor v because, if J.. and 
v in (40) have no common divisor, it takes v radial 
periods to make the polar angle a multiple of 217. 

6. THE CONTRIBUTION OF THE KEPLER 
ORBITS 

The assumptions about the spherically symmetric 
potential V(q) will be relaxed henceforth so as to 
include a purely Coulombic region as follows: 

VCr) = - ~ - e2l b 

Z(r) - 1 dr, for r < b, 
r r r2 

e2 

= - -, for r > b. 
r 

(45) 

The screening charge Z(r) - 1 contained in a sphere of 
radius r is assumed to be strictly decreasing so as to 

avoid any other purely Coulombic region except 
r> b. 

The distance r1 of closest approach is given by 
solving the equation 2mr2(E - VCr»~ = M2. If there 
are two pairs of solutions, we shall concern ourselves 
only with the outer pair in this section. Therefore, M2 
has to be larger than M~ = 2mb2(E + e2/b) for the 
trajectory to remain entirely in the Coulombic region 
r > b. For M < Mb there is precession, i.e., y(E, M) > 
17, and it is important to know how y depends on M 
for Mb - M « M b • The following will be shown in 
the Appendix D. If the screening charge can be 
expanded in powers of b - r for r < b, and the initial 
term in such an expansion is given by 

Z(r) - 1 "'" c(b - r)", for r < b, (46) 

then the precession for Mb - M « Mb behaves as 

y(E, M)::::. 17 + a(1 - M/Mb)ll+t, for M < Mb • 

(47) 

Notice that (46) includes the case 11. = 0, where the 
screening charge decreases discontinuously at r = b so 
that we need a charged thin shell to do the screening. 
We shall assume that 11. ~ 1 henceforth. Even the case 
11. = 1 corresponds to the screening charge inside the 
radius b starting with a nonvanishing density, whereas 
one would rather expect the screening charge density 
to vanish at r = b in a continuous manner. 

The behavior of the trajectories near a point q with 
iqi = r > b can be visualized with the help of Fig. 2. 
As in Sec. 4 we consider a neighborhood of q which is 
small enough to neglect the curvature of the trajec­
tories. In a plane through the origin and q, we intro­
duce the local coordinates qll in the radial direction 
and q.l perpendicular to qll . A trajectory of angular 
momentum M is represented by a straight line whose 
angle 0 with the qll axis is given by M = R sin 0, 
where R2 = 2mr2(E - VCr»~. This straight line inter­
sects the q.l axis at q.l = 2J..r(y - 17), where J.. is the 
number of "turns" the particle has completed before 
reaching the neighborhood of q. For M > M b , i.e., 
sin 0 > sin {3 = R/Mb or {3 < 0 < 17 - {3, all the tra­
jectories go through q as in a perfect focus. For M < 
M b , i.e., 0 < () < {J and 17 - {J < () < 7T, the trajec­
tories are tangent to a focal line. 

The integral formula (36) is applied to a volume W 
with surface ~ which completely surrounds the focus 
at qll = q 1. = O. The propagation function v in (36) is 
again approximated by the Thomas-Fermi expression 
(31), and u is given by the semiclassical formula (3) on 
the surface ~. We investigate the particular terms of 
(3) which correspond to J.. complete "turns." For 
M > Mb the particle will have accumulated an action 
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ql, 

FIG. 2. Schematic picture of the classical trajectories converging 
onto their point of departure if the latter lies outside the screening 
charge. For large angular momentum, the trajectories are periodic 
and go through a focus. For small angular momentum, the trajec­
tories dip into the screening charge and have some precession which 
leads to a focal line. 

integral equal to 2h(me4/2 lED! upon reaching the 
focus. Since it follows from (39), (41), and (42) that 

O(E, M) = f~IY(E, M') dM' + My(E, M), (48) 

we find for a particle with M < Mb that 

O(E, M) = 2A7T( me
4 

\! + 2Aa(1 _ M\"'+! M (49) 
21EI! Mb! 

using (47). The upper limit of integration R2 in (48) is 
the value of R(r) at the outer maximum fa of R(r). 
Before reaching the neighborhood W, all the trajec­
tories have lost a total of (2A. - 1)7T in phases at 
various conjugate times. The trajectories with M > 
Mb lose an additional 7T upon traversing the focus. 
The trajectories with M < Mb lose 7T/2 when crossing 
the qll axis and another 7T/2 when passing the focal line. 
Since (49) gives the action integral when the trajectory 
reaches the q1. axis, we have to add (or subtract) ps 
for any other point where p = [2m(E - VCr»~]! and s 
is the distance along the trajectory from the point 
where the q 1. axis is reached. 

The detailed discussion of the Helmholtz-Kirchhoff 
integral is greatly simplified because we are only 
interested in the leading term of an expansion in 
inverse powers of h. The shape of ~ can be chosen such 
as to allow any trajectory at most two points of inter­
section with ~. Thus we can clearly distinguish be­
tween incoming and outgoing waves. The focal line is 
made of outgoing waves and does not contribute to 
the amplitude at the focus any more than the rest of the 

outgoing waves. The incoming waves are made up of 
the Keplerian trajectories inside the solid angle {3 < 
() < 7T - (3 and the trajectories with precession out­
side. The latter contribute to the amplitude at the 
focus in an amount proportional to h-3+l/(2<lH), as will 
be shown in Appendix E. On the other hand, the Kepler 
orbits through q contribute 

_ .!!!... (2m(E - V) - M!)t exp i(2AO + !i7T) (50) 
7T~ ~ h 

to G(qqE) which is, therefore, the leading term if r > b. 
Formula (44) shows that a closed orbit with precession 
makes a contribution proportional to h-i , whereas 
(50) has a factor h-3• The difference can be explained 
if we recall that a closed orbit with precession makes a 
focus with a I-parameter family of trajectories, but 
there is a 2-parameter family of Kepler orbits with 
M> Mb leading to a higher degeneracy. 

The expression (50) can now be integrated over the 
space where 2mr2(E - V) > M~. The result is 

-27Ti m(b + ~)2(me4)!ex [2hi(me4 )!J. (51) 
h3 2E 2\E\ p h 2 \E\ 

Although we assume that A > 0 and integer, it is 
convenient to include a term A. = 0 when we compute 
J d3qDG(qqE). We can think of this additional term 
as part of (33), namely, the part coming from the 
Coulombic region r > b. Then we can write 

for the Coulomb part of the spectrum. 
The energy eigenvalues are given by the Bohr for­

mula, but their multiplicity is reduced from n2 to 
n2(1 + 2bE/e2)2. Since b is essentially arbitrary, pro­
vided b < e2j2lEj, we have here an instance where the 
degeneracy of an approximate eigenvalue is not an 
integer. The orbits which do not dip into the screening 
charge are still quantized by the same rules as the 
hydrogen atom. These are the orbits with large angular 
momentum whose quantum defect is small. Their 
share among all orbits of a given energy E increases 
withE. 
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7. THE POLES ALONG THE NEGATIVE­
ENERGY AXIS 

The contributions from the Kepler orbits are com­
pletely accounted for by (52). Formula (44) can now 
be used to find the contributions from the precessing 
orbits separately. According to the condition (40), 
each periodic orbit is described by two integers, J. and 
Y, so that (44) is a summation over these two integers. 
The spherical symmetry (hidden in the factor 2M/Ii) is 
responsible for making (44) very similar to formula 
(19) for the 2-dimensional box. It is, therefore, not 
surprising that the poles of (44) can be found in much 
the same manner as the poles of (19) were located in 
(20) and Appendix A. 

The integers J. and Y of (40) will be treated as inde­
pendent variables which are only subject to certain 
inequalities such as J. > Y because y > 7T. Further­
more, y has certain upper limits which depend on the 
energy E. For E small enough so that 

R(r) = [2mr 2(E - V(r»]k 

has no ·local minimum, the precession y reaches a 
finite upper limit. However, for E large enough to 
allow R(r) to have a local minimum Sf at f, the pre­
cession y becomes infinite as M approaches Sf. For 
values of M close to Sf, there are three possible orbits, 
all with large precession y, one orbit with M < M 
and two with M> Sf (cf. Sec. 5). Each of these three 
orbits gives rise to a pair (A, y) whose ratio varies in 
the corresponding range. 

If the energy E is given, the ratio Ny determines the 
angular momentum M of the periodic orbit through 
(40) for each of the possible types of trajectories. It is, 
therefore, natural to consider y = A7T/Y as independent 
variable instead of M and to rewrite the action inte­
grals wand f) as functions of E and y, rather than E 
and M. It follows from (39) and (41) that 

(OW) = _y 
aM E 

and with the help of (42) that 

Similarly, we find the formulas 

( O(}) = M(E, y), 
oy E 

(53) 

(54) 

(55) 

(56) 

The formula (44) can now be written as 

Jd3qG(qqE) = _ ~ L of) of) I.L 02(} Ik 
(27T1i5)i A,V oy oE 2y oy2 

X exp I - - Y7T - A7T - sgn - . - (57) . [2Y(} (02(}) 7TJ 
Ii oy2 4' 

where only the total action (} as defined in (42), but 
now considered as function of E and y, occurs. 

The argument which led to the condition (20) can 
now be applied exactly as in Sec. 3. The sum (57) 
becomes singular when contiguous terms are in phase. 
The phase angle 2Y()/1i - Y7T - A7T depends on A and 
Y directly and indirectly through y = A7T/Y. Its in­
crease upon changing A to A + 1 or Y to Y + 1 is well 
represented by its partial derivatives with respect to A 
or Y when A and yare large. If we set these derivatives 
equal to 217T and 2n1T, we get with the help of (55) and 
(42) the quantum conditions 

M = (l + i)li, 
w = (n + i)21T1i, (58) 

in agreement with II. 
In order to find the behavior of (57) for energies E 

close to the energy defined by (58), we proceed as 
follows. Define y(E) as the value of (39) for M = 
(l + i)li. M?reover, define X for arbitrary yaccording 
to (40) by A = yjif1T. The phase 2yf)/1i - Y7T - A1T in 
(57) is a function of A and Y which can be expanded in 
powers of (J. - X). If we indicate with e and W the 
values of (} and w for y, the phase factor in (57) be­
comes 

expi Y --7T +--(A-A)2-sgn - '-, [ (2W ) 7T
2
0

2
f) - (02(}) 7TJ 

Ii yli oy2 oy2 4 

(59) 
where powers higher than (A - X)2 are neglected be­
cause they would have a correspondingly higher power 
of Y in the denominator. The second derivative 
o2f)joy2 in the last term of (59) is assumed to have the 
same sign for all values of J. which contribute effec­
tively. Similarly, the variation of the amplitude factor 
in (57) with A is neglected, and the various factors are 
replaced by their value for M = (l + ~)Ii. Since the 
singularity is determined by the terms with large Y, 

the summation of (59) over A can be replaced by the 
corresponding integral. Thus, the expression (57) 
becomes 

f d3qG(qqE) 

~ - - L (21 + 1) - exp jy - - 1T 2i (OW) (2W ) 
Ii v>o oE M Ii 

= (21 + 1) !OW(i + L Ii ). (60) 
Ii oE n W - (n + i)7T1i 
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The poles in (60) all have the resIdue (21 + 1) in 
accordance with the degeneracy of the angular 
momentum M = (I + t)li. The factor li-iOW/oE 
converts the pole Ii/[w - (n + t)7TIi] into a pole 
(E - El.n)-l, where the energy E!,n is determined by 
(58). 

APPENDIX A 

Suppose that IV21 ~ IVII in (20). The values of ni 
and n2 which are responsible for the singularity lie 
closer to the ni axis than to the n2 axis. For any fixed 
values of ni and rJ, we can define the real (rather than 
integer) ii2 = V2 Inil (rJ - v;)-! so that 

~ [rJ(n~ + iim! = V2' on2 

The phase angle in (19) is expanded in powers of 
n2 - ii2 • Up to second-order terms, 

27T[rJ(n~ + nm! 

= 27T Inil (rJ - v~)! + 7T(rJ)!(l _ V~)t (n2 - ii2)2 
rJ Inil 

(Al) 
Higher-order terms in (n2 - ii2) are neglected because 
they have correspondingly higher powers of Inil in the 
denominator. Since the singularity comes from the 
buildup of many terms, the large values of Inil are 
important. The summation over n2 is well represented 
by the corresponding integral, where we replace n2 by 
ii2 in the amplitude factor. Thus we find that 

I 1 ! exp {27Ti[rJ(n~ + n~)]!} n. [rJ(n~ + nm 

r"'V 1 ! exp [27Ti Inil (rJ - v~)! + i7Tj4] (A2) 
(rJ - vD 

with the help of Fresnel's integral. 
The last formula is obviously incorrect for small InI\' 

but it is convenient to keep the expression (A2) even 
for small Inil in order to get a simple expression for the 
singularities. Thus, we find, by adding over all nI , the 
simple sequence of expressions 

In this manner the singularities for a given V2 are 
found, provided IV21 ~ IVII. All the other singularities 
can be found in a similar fashion, except VI = V2 = o. 

APPENDIX B 

In order to transform/(rJ) by the analog of Poisson's 
formula, we need the Fourier transform 

f dX I f dX2(X~ + x~r! 
X exp [-2?Ti(XIYI + X2Y2) - 27T~(X~ + xD!] 

= 27T LX) p-! dpJo(27Tpa) exp (-27T~p) = lea, ~), 
(Bl) 

where p = (x~ + x~)! and a = (y~ + y~)!. We shall 
always deduce from I the Fourier transform Ie which 
is obtained ifexp [- 27T~(X~ + x~)!] is replaced by 
7T-1rJ-! cos {27T[rJ(X~ + x~)]! + 7T/4} so that 

lc(a, rJ) = ~ {e+ i
"

/41[a, -i(rJ)!] 
27TrJ 

+ e-i
"

/41[a, +i(rJ)!]}. (B2) 

Without relating I to any of the standard transcen­
dental functions, we can find an integral representation 
with the help of the MelIin transforms3 

lOOJo(27Tpa)p"-1 dp = 2S- 1r(s/2)/[(2?Ta)Sr(l - sj2)], 

for 0 < Re s < t, 
100 

p-!e-2"gpp"-I dp = res - t)/(27T~)"-!, 
for Re s > t. 

Parseval's formula for MelIin transforms gives 

I( a, ~) = ! fdS res - t) 2
S
-

I
r(sj2) ,(B 3) 

i . (27T~)!-s (27Ta)"r(1 - s/2) 

where the integral is to be taken along a paralIel to the 
imaginary axis in the strip 0 < Re s < t. 

With the help of the duplication formula4 

22z
-

Ir(Z)r(z + t) = (7T)ir(2z), 

the last integral becomes, after changing the variable 
of integration from s to t = -s/2, 

lea, $) = $-i _1_ Jdt ret + t)r(t + !)r( _t)(?)2f 
27Ti r(t + 1) $ , 

(B4) 

where -t < Re t < O. Thus, I(a, $) is a hypergeo­
metric function, as can be seen by pulling the contour 
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of integration to the right across the poles of r( - t): that 

I(a,~) = ~-t 1 r(n + !)r(n + !)(_ (2
)n. (B5) 

o r(n + 1)ren + 1) e 
This series converges for la2j~21 < 1 and leads to 
Ic(a, 'Y) = 0 for a2 < 'Y). 

A series which converges in the range la2j ~21 > I 
can be obtained by pulling the contour in (B4) to the 
left across the poles of ret + !) and r(t + !): 

The corresponding expansion for Ic(a, 'Y) is given by 

which converges in the range a2 > 'Y). For a given a the 
Fourier transform Ic(a, 'Y) ·is discontinuous as a 
function of 'Y), since it vanishes identically for 'Y) > a2• 

The value of Ic(a, 'Y) as 'Y) approaches a2 from below 
can be obtained with the help of Barnes' lemma,5 
which gives the integral 

1 
I(a,~) =--

rr(2~)t 

X _1 fdtr(t + t)r(t + !)r( -t)r( -t)(1 + a:y, 
2rrl ~ J 

(B8) 

where again -t < Re t < O. If the contour of inte­
gration is pushed across the double pole to t < 
Re t < 1, the remaining contour integral can be 
shown to vanish faster than 11 + a2 j ~21t as ~2 tends to 
-a2• The contribution from the double pole is found 
to be 

-~-![ 1JI(t) + 1JIW - 21J1(l) + log (1 + ~22) 1 (B9) 

Whereas I( a, ~) has a logarithmic infinity as ~2 tends 
to _a2, Ic(a, 'Y) remains finite as 'Y) tends to a2 from 
below. If we insert ~ = ±i('Y)t into the above expres­
sion, we find that 

log (I + a2/~2) = ±irr + log (-1 + a2/'Y) 

and ~-t = 'Y)-l exp (±irr/4). Therefore, it follows 

(BI0) 

More generally, we obtain for 'Y) < a2 the expansion 

Ic(a, 'Y) = ! 1 r(n + t)r(n + !)(1 _ (
2)n. (B11) 

'Y) 0 rmrWn! n! 'Y) 

The expansion (B7) converges rapidly for 0 < 'Y) =:; 
a2j2, and the expansion (B11) in the range a2j2 =:; 
'Y) =:; a2. 

The functionj('Y) can now be evaluated in the form 

j('Y) = I' fdYlfdY2lc[(Y~ + y~)t, 'Y)]e2 .. i(nllll+n2112) 
nln2 

= I Ic[(vi + vDt,'Y)] -fdYlfdY2/c[(y~+y~)I,'Y)]. 
VI V2 

(BI2) 

Since Ic(a, 'Y) = 0, for a2 < 'Y), the term VI = V2 = 0 
never appears, and the integral covers only the area 
Yi + Y~ > 'Y) in the (Yl' Y2) plane. An inspection of the 
two series in (B7) reveals that both the summation and 
the integration in (B12) do not converge for the terms 
n = 0, although there is no problem with the terms 
n > O. On the other hand, it is clear that the difference 
between the sum and the integral remains finite 
provided the variables of summation and of integration 
go to 00 in the same way. 

For this purpose, let us do the integration over the 
region in the (Yl' Y2) plane which is bounded by the 
square IYll < w, IY21 < w. The terms in (B7) with 
n = 0 converge at the origin of the (Yl' Y2) plane but 
not at 00, whereas the terms with n > 0 converge at 
00 but not at the origin. Therefore, we calculate the 
integrals Q( v, w) given by 

r dYl r dY2 2 1 2 ' for v < 1, JI1I1I<(1) JI1I.1<(1) (Yl + Y2Y 

for v > 1. (B13) 

In both cases we have the simple formulas 

oQ = ±81(1) dy = ± _8_ 11 dz 
ow 0 (l + w2y W

2v
-

l 
0 (1 + z2y 

(BI4) 

with the upper (lower) sign for v < 1 (v > 1). We have 
also the "initial" condition Q(v, 0) = 0 for v < 0 and 
Q(v, (0) = 0 for v > 1. Thus, we find 

w2(1-v) 11 dz 
Q = ±4yv -- with Yv = 2 • (BI5) 

1 - v 0 (1 + z Y 
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The "constant" Yv is obtained by expanding the inte­

grand 
~ v(v + 1) ... (v + n - 1) (_1)n 

Y -k ----
• - 0 1 . 2 ... n 2n + 1 

= F(v, td·; -1), (BI6) 

which converges for v < 2. There seems to be no 
obvious way to reduce the last expression to simpler 
functions. 

It is now possible to evaluate the integral 

1 d l d 1 
I S Y1 Y2 ( 2 + 2). 

III +112 >" 11111<0),11121<0) Yl Y2 

17 I-v 4yv 2(I-v) (B17) =--'Yj +--OJ 
v-1 1-v 

for all v > 0 with the exception of v = 1. Therefore, 
after inserting (B17), the integral in (B12) consists of 
a term which comes from the first part of (BI7) and is 
given by 

I r(n - i)r(n + t) _ I r(n - !)r(n + !) - 0 
o r(n + t)r(n + 1) 0 r(n + l)r(n + 1) -

and a term from the second part of (BI7) which is 
given by 

2 ~ r(n - !)r(n + i) ( 'Yj )n-i +- k Y -
17 0 r(n + !)r(n + 1) n+i OJ2 

_ ~ i r(n - i)r(n + !) Yn+i(!L)n-!. (B1S) 
17 0 r(n + t)r(n + 1) OJ2 

If OJ is allowed to go to 00, all terms except n = 0 
vanish. The terms n = 0, however, diverge, and one 
has to proceed more cautiously. 

Each term in (BI8) behaves for large OJ as the corre­
sponding term in the sum over VI and V2 of (B12) when 
IV11 :::;: OJ and IV21 :::;: OJ. Therefore, we can write 

f('Yj) = _1_ i r(n + !)r(n + 1) <5n+ 'Yjn 
27T1]f 0 r(n + i)r(n + 1) ! 

__ 1_ ~ r(n + !)r(n + !) <5 ~n (BI9) 
! k n+!'/ , 

217'Yj 0 r(n + t)r(n + 1) 

where the coefficients 6. are defined as the difference 

bv = lim [L ( 11~ + 11~ > 'yj ) 
0)-+0 IV11 < OJ, IV21 < OJ 

x 1 _ 4yv OJ2(l-,)] (B20) 
(v~ + v~y 1 - 11 

and OJ is assumed to have only half-integer values. If 
v > 1, the second term in (B2) can be omitted because 
the sum over VI and V2 converges aU by itself. 

The choice of half-integer values for OJ is motivated 
by the following consideration. The second term in 
(B20) represents the integral (B13) which can be 
written as a sum of terms 

(B21) 

provided OJ is a half-integer. This integral can be eval­
uated if we expand the integrand in a Taylor series 
around Yl = VI and Y2 = v2 • The first two terms of the 
resulting series are given by 

11M + v:)" + v2/12(v~ + v~r+1 + .. '. (B22) 

As OJ increases, the contribution from the first term 
in (B22) cancels the successive terms in the summation 
over VI and V2 in (B20). We are left, therefore, with a 
sum over 111 and V2 of the second term in (B22) which 
converges for V > 0 as OJ goes to 00. All 6. are 
expected to be well-defined real numbers which will 
have to be evaluated on a computer, however. It 
follows from the above argument that 6. < 0, for 
v < 1, and 6. > 0, for v > 1. 

The values for Yv are as follows: Y1 = 0.93748975, 
Yi = 0.83089621, Y! = 0.744303, and Yi = 0.673368. 
The resulting values of <5 are given by 61 = -1.917, 
15! = -10.077, 6! = 15.23807, 6f = 7.00987, 6! = 
5.45641, b¥ = 4.83917, etc., for 'yj < 1 in (BI9). 

APPENDIX C 

A small volume Waround q' is chosen with a shape 
like a football whose axis of rotation coincides with 
the straight line from the origin to q'. The surface ~ 
of W is described by two parameters, C1 and 'If, if we 
writeq = [ql.(C1) cos 'If, ql.(C1) sin "P, q' + qll(C1)], where 
-1 S C1:::;: +1 and 0 S 'If S 217. The z axis has been 
chosen along the direction through q', and ql. (C1) ~ O. 
The football shape of W is convenient because it allows 
none of the trajectories of interest to intersect ~ more 
than twice. That excludes the case where M = 0, but 
it will turn out that there is no contribution from such 
trajectories anyway. 

For the present purpose we can approximate 

S(qq'E) = S(q'q'E) - p'(q - q'), incoming wave, 

= S(q'q'E) + p'(q - q'), outgoing wave, 

(CI) 

where p' = hk(sin fJ cos "P. sin fJ sin "P. cos fJ) is the 
momentum of the trajectory through q' in the plane of 
longitude 'If around the z axis. The propagating func­
tion v(q"q) inside W is approximated by 

v(q"q) = I eik1q"-ql, (C2) 
Iq" - q/ 
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where k = [2m(E - V(q'»/Ii]!. Obviously v is the 
simplified expression for the Thomas-Fermi approxi­
mation (31). In both (C1) and (C2) the trajectories 
have been approximated by straight lines. 

Apart from a factor - (217li2)-I, the function u in the 
Helmholtz-Kirchhoff formula (36) is defined by 

I Dal! exp i[S(qq' E)/Ii-phases], 

where Ds and S(qq'E) are given by (34) and (CI). 
Obviously, all the factors in IDsl! can be replaced by 
their value at q' with the exception of (sin rp)-!. Since 
rp is small, we can write r sin rp "-' q.l . Finally,we have 
to discuss the effect of a/an, the derivative along the 
inward normal on ~ upon u and v. If a/an acts on the 
phase factor of u or v, it introduces a factor"" k; if 
a/an acts on the amplitude of u or v, a factor 
"" Iq - q'I-1 appears. We shall assume that the latter 
is negligible with respect to the former, i.e., that the 
radius of W is many wavelengths 217/k. 

After all these approximations we are left with 

1 (M m
2 I orp I-I)! 

- 217li2 r,2 2mr2(E - VCr')) - M2 aM 

x exp {~S(q'q'E)-Phases] 

x ~ J: d~ (.!...)!(ik (n, q - q') ± i (p', n») 
417 j' Iq - q'l ql. Iq - q'l Ii 

x exp [ik Iq - q'l T ip'(q - q')/Ii], (C3) 

where the upper sign is valid for the incoming wave 
and the lower sign for the outgoing wave. In the latter 
case we also have to add the phase-loss factor 
exp (-i17/2). If we insert (ql + qD! for Iq - q'l and 
k(q.l sin e + qll cos e) for p'(q - q')/Ii, we recognize 
immediately that the phase factor becomes stationary 
only for the incoming wave, namely, when (q.l' qll) = 
(q3.. + q~)!(sin e, cos e). 

The outgoing wave does not contribute to the value 
of the approximate Green's function G at the focus 
q" = q'. The evaluation of the integral for the in­
coming wave by the stationary phase method follows 
the standard procedure. The phase vanishes at the 
stationary value ao, and its second derivative there with 
respect to a is given by 

2 2 _!( dqll dql.)2 
<t> = k(ql. + qll) ql. da - qll da . (C4) 

The integration over 'P is trivial so that we are left 
with the integration over a: 

-ikfda ~rq.l)! 2(ql. dqll _ qll dQl.) 
q.l + qll dO' da 

X exp i[<t>( a - ao)2/2]. (C5) 

If qll increases monotonically from some negative to 

some positive value as a goes from -1 to + 1, the 
factor q.l dqll/da - qll dq.l/da remains always positive. 
The integral becomes -i(217kr sin e)! exp (+i17/4) 
after inserting q.l = sin e(ql + qIT}!. Finally we use the 
fact that M = rp sin e = rhk sin e to get the simple 
result (217M/Ii)! exp (-i17/4) for (C5) and the second 
line of (C3). The formula (37) follows at once. 

APPENDIX D 

The integral in (45) can be evaluated with the help 
of the first term (46) of an expansion in powers of 
(b - r). Thus, the potential in r < b differs from 
-e2/r by 

Jb Z(r) 2- 1 dr 
r r 

~ dr fb c(b - r)a 

- r [b - (b - rW 

=c +2 +" .. (
b - r)a+I (b _ r)a+2 ) 

(~ + l)b2 (~ + 2)b3 
(01) 

The integral (39) is worked out by choosing a vari­
able of integration which imitates the Coulomb 
potential. We define p = r for r > b, and 

2mr2(E - VCr»~ = 2mp2(E + e2/p) 

for r < b as long as the approximation (01) is valid. 
The angle of precession is then given by 

y(E, M) =JP2 dr M , (02) 
PI r [2mp2(E + e2/p) _ M2]! 

where PI and P2 are the solutions of 

2mp2(E + e2/p) = M2. 

It follows from (01) that 

c(b _ py+I 
r = p - (~ + 1)(1 + 2Eb/e2) + .. " for P < b, 

(03) 

dr = (1 + c(b - py + .. . )dp (D4) 
r 1 + 2Eb/e2 P 

in the range PI < P < b, whereas dr/r = dp/ p in b < 
p. 

The further manipulations are straightforward. With 
a new variable '1' with 

p = 2 ~~I (1 - € ~ ~ ::), (05) 

and €2 = 1 + 2M2E/me4 , we find that 

dp M 

p 2mp2(E + e2/p) _ M2 

(
1 + €)! dT (06) 

= 2 1 _ € 1 + (1 + €)T2/(1 _ €) 
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The limit of integration Tb corresponding to p = b is 
given by the expression 

Tb = [2E(M2 
- M~)/me4]!(1 + E + 2Eb/e2)-t, (07) 

and the quantity b - p can be written as 

(D8) 

The lower limit of integration PI becomes simply 
T = 0, and Tb « 1 as long as M~ - M2« M;. There­
fore, we can neglect the denominator in (D8) in the 
range PI < p < b where the second term of (D4) 
appears. The right-hand side of (D6) is integrated from ° to + 00 and yields TT, whereas the correction due to 
the second term in (D4) becomes 

2 (l.±.!)! c (Ee2)"T2"+1 (Tb dT(l _ T2)" 
1 - E 1 + 2bE/e2 lEI b Jo Tb T~ • 

(D9) 

The last integral over T is given by rwr(ex: + 1)/ 
2r(ex: + i). All the factors remain obviously finite and 
nonvanishing as M -+ Mb with the exception of 
T~a+1, which leads to (47). 

APPENDIX E 

It is evident from Fig. 2 and (47) that the trajectories 
through W with M < Mb are given by the equations 

qll = s cos e, 

(
sin e)"+! qJ. = 2Ara 1 - -.- + s sin e, 
SIll p (E1) 

where s is the distance along the trajectory as meas­
ured from its intersection with the q 1- axis. The 
caustic is obtained by a standard calculation as 

(
sin e)"+! 

(qll' ql.) = 2Ara 1 - -. -
Sill P 

X (0,1)+. 2 • (cos 0, Sill 0) . [ 
(ex:+l)COS20 . ] 

SIll P - SIll 0 
(E2) 

Since e is the angle of the tangent to the envelope, its 
radius of curvature R is immediately obtained from 
the formula da = R dO, where da is the distance 
between two corresponding points of (E2). Thus, we 
get 

R = (2ex: + l»)..ra(l _ sin e),,-l 
sin p sin p 

(
ex: - i) COS

S 
0 3' e e) x + sm cos . 

sin p - sin 0 
(E3) 

In the case of a thin shell (ex: = 0), the radius of curva­
ture goes to 00 as 0 -+ p; this remains true even for a 
nonvanishing screening charge density at r = b when 
ex: = 1. For ex: > t, however, R vanishes at () = P 
because the precession is small and the trajectories 
remain almost focused. 

Let us now consider a line of constant phase in the 
(qll ,qJ.) plane. In the region p < () < TT - P it will 
be a circle of radius P around the focus with the phase 
integral 2h(me4/2IEI)! - pp. In the regions 8 < p 
and TT - P < () we have to determine s for (E1) such 
that addingps to (49) gives again 2.b(me4/2IE I)! - PP 
as for P < () < TT - p. Therefore, 

(
sin e)a+! 

s = - p - 2Aar 1 - -.- sin 8. 
sm {J 

(E4) 

The distance p' of the corresponding point A from the 
focus F is easily worked out as long as 8 is close to 
P or TT - p, and we have to retain only the lowest 
power in (sin p - sin 8): 

p' = P + 2 -- 1 - -. - cos2 8 + .. '. (E5) 
A2a2r2( sin 8)2"+1 

P SIll P 
The difference between p' and p is responsible for the 
destructive interference of the incoming waves from 
outside the solid angle p < () < TT - p. 

The element of area d'Z in the surface of constant 
phase can be obtained from its curvature, which is the 
inverse of the distance AC along the trajectory to its 
contact C with the caustic. This last distance equals 
p plus the length FC of the caustic from the focus F 
to the point of contact C. From (E2) we find for the 
length FC the leading term 

(2ex: + 1)Ara(1 sin 8)"-! 2 8 - -- cos. 
sin {J sin {J 

(E6) 

If 8 is used as variable of integration in 'Z, we have 

d'Z = 2TT sin 0 dO 

x [p + (2ex :- 1»)..ra(1 _ s~n 8)"-! cos2 ()2J. (E7) 
SIll {J SIll {J 

We can choose W as in Appendix C such that only the 
terms where a/on acts on the phase factor are impor­
tant in the lim Ii -+ 0. Also, the directions of the normal 
n and of the vector toward the focus differ only an 
amount of order (P - 8). 

The amplitude of the incoming wave according to 
(34) has (sin c/>o1>/oM)! in the denominator where 

(E8) 

and we have to insert (E1) with (E4). The derivative 
oc/>/oM is to be taken at constant r' and r", i.e., at 
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constant q". If (E8) is expressed in terms of q" and M, 
the derivative oep/oM follows at once. Thus, we find 

D. "-' m
2[p + (2rx. -: l)Aar(l _ s~n e)"'-t cos2 eJ_1 

p sm f3 sm f3 
(E9) 

for the amplitude squared of the incoming wave if we 
retain only the leading terms in (sin f3 - sin e). In both 
(E7) and (E9) the second term can be neglected com­
pared to p only if rx. > t, i.e., if there is no infinitely 
thin shell carrying a non vanishing screening charge. 
With that assumption both d}:' and D. can be reduced 
to their values for a pure Coulomb field. 

The Helmholtz-Kirchhoff integral is thereby re­
duced to the simple expression 

-~ fSin e de ip 
2'TT1j2 Ii 

[
2A'TT( me4)* ] X exp i - - - (2A - 1)'TT 

Ii 21EI 
(EI0) 

in the solid angle f3 < e < 7T - f3, with an additional 
phase factor 

exp I 1 - -- cos2 e . [2PA.2a2r2 ( sin e)2«+1 ] 
lip sin (3 

(Ell) 

in the solid angle e < (3 and 7T - (3 < e. If (EIO) is 
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integrated from f3 to 7T - f3 and 

Mb = (2mr2(E - V»t sin (3 

is inserted, the formula (50) is obtained. On the other 
hand, the argument of the exponential (Ell) can be 
simplified because e varies only in the neighborhood 
of (3. If we expand everything in powers of «(3 - e) 
and keep only the leading term, we are left with the 
integral 

faode exp [iK«(3 - e)2«+1] 

-1/(2«+1) -i17/2(2,,+1) r(1/(2rx. + 1» 
=K e· , 

2rx. + 1 
where 

K = 2pA.2a2r2(cos (3)2a+3(sin (3)-2a-1h-1p-l 

is just what is left in the exponent of (Ell) besides the 
factor «(3 - e)2a+1. The factor K to the -1/(2rx. + 1) 
power in (EI2) introduces anh+ 1f(2,,+l) which makes the 
whole term of lower order than the contribution from 
the Kepler orbits. 

1 M. C. Gutzwiller, J. Math. Phys. 8,1979 (1967); 10, 1004 (1969). 
These papers will be referred to as I and II. 

S M. Born and E. Wolf, Principles of Optics (Pergamon, New York, 
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(Cambridge U.P., New York, 1927), p. 240. 
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For a system described in a phase space of generalized coordinates wand momenta J, the generalized 
master equation gives the time evolution of the reduced-density distribution function p(t, J) for the 
momenta. A generalization of the generalized master equation, having a similar non-Markoffian form, 
is derived for the full distribution function p(t, w, J). This equation is an alternate form of the Liouville 
equation. The derivation is an extension of a previous derivation of the generalized master equation from 
the Liouville equation utilizing projection operators in a Hilbert space. The time-evolution equation for 
the reduced distribution function P.(t, w" J), depending on the subset w. of the set of coordinates w,is 
derived. The approach to a stationary state for t -- co is discussed. 

1. INTRODUCTION 

In a previous paper,l a derivation was given of the 
generalized master equation. For a classical system 
described by generalized coordinates wand momenta 
J in phase space, the generalized master equation is an 
integro-differential equation for the time evolution of 

the reduced distribution function pet, J) for the mo­
menta, first obtained for a gas by perturbation theory.2 
The derivation given in Paper I used projection­
operator methods3 applied to a Hilbert-space de­
scription of an arbitrary system with time-independent 
Hamiltonian. The basic projector required was the 



                                                                                                                                    

1806 MARTIN C. GUTZWILLER 
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projector onto the "vacuum state of correlations" in 
the terminology of perturbation theory, the state for 
wave vector k = 0.4 

The generalized master equation, being a descrip­
tion of the reduced distribution function p(t, J) from 
which the coordinates have been eliminated, does not 
readily provide information about those reduced 
distribution functions, such as the I-particle or 2-
particle distribution functions, which depend on some 
of the coordinates w. It is shown in this paper that the 
methods of Paper I are readily extended to generalize 
further the generalized master equation and to obtain 
an integro-differential equation of the same form as 
the generalized master equation but for the entire 
distribution function pet, w, J). Time-evolution equa­
tions of this form are also given for reduced 
coordinate-dependent distribution functions. The pro­
jector required for these generalizations projects onto 
a state of arbitrary k. We work in the continuous 
spectrum of k. 

In Sec. 2, the separation of the Hamiltonian H(w, J) 
into a part HI, which is the Fourier component of 
H(w, J) independent of w, and the remaining part H2 , 

which comprises all other Fourier components, is 
described. This separation entails a corresponding 
separation of the Liouville operator 

L(w, J) = i(OH • J.- _ 8H .~) 
8w oJ oJ ow 

into a part L I , which is diagonal in k representation, 
and the interaction part L2 , which is off-diagonal. It is 
the Liouville operator itself which separates in this 
way, not the exponential operator e-itL as assumed 
by Zwanzig.5 This separation is not necessarily the 
same as that used in perturbation theory. If Fourier 
analysis of the perturbation term in the Hamiltonian 
yields a Fourier coefficient which is independent of 
w, this term must be included in HI; a renormalization 
of generalized velocities occurs. 

In Sec. 3, the description of classical dynamical 
(phase-space) variables as eigenvalues of Hilbert-space 
operators, introduced in Paper I, is extended. The 
Hilbert space is one spanned by the eigenkets of the 
coordinate operator Iw). In this space the Liouville 
operator, including the interaction term, is not Her­
mitian. 

The derivation of the non-Markoffian equation for 
pet, w, J) is given in Sec. 4. As in the generalized 
master equation for pet, J), a term appears which 
depends on an operator Go(t, J) [denoted by p~n'(t, J) 
in Paper II. This operator is itself the solution of an 
integral equation, which is discussed in Sec. 5. As 
time passes from t -+ - co to t -+ + 00, Go(I, J) 

changes asymptotically from one solution G~n to an­
other solution G~ut of the Liouville equation without 
interaction. As was shown in Paper I, the same be­
havior is exhibited by Po(t, J), the Hilbert-space 
density operator whose eigenvalues are pet, w, J). 
For t- -co, 

poet, J) - p~n(t, J), where p~n(t, J) = G~n(t, J). 

For t- +00, 
poet, J) - pgut(t, J), 

also a solution of the Liouville equation without 
interaction. This approach to a stationary state as 
t - ± 00 is considered in Sec. 6. In Sec. 7, reduced 
distribution functions and their Hilbert-space density 
operators are discussed, and the non-Markoffian 
time-evolution equation for reduced distribution func­
tions is derived. If the reduced distribution function 
Pr(t, wr ' J) depends on the set of coordinates 

then the density operator p~(t, J) operates in a reduced 
Hilbert space spanned by the eigenkets of the coordi­
nate operator Iwr ). 

2. IDENTIFICATION OF THE INTERACTION 
TERM IN THE HAMILTONIAN 

For a system with a time-independent Hamiltonian 
H, assume that 

H(w, J) = HO(J) + tlH(w, J), (2.1) 

where w, J is a set of canonical generalized coordinate 
and momentum variables. They are angle-action vari­
ables for the Hamiltonian H°(J) of the unperturbed 
system. The separation of the Hamiltonian in (2.1) 
into an unperturbed piece HO(J) and a perturbation 
tlH(w, J) is not unique. If tlH is expanded as a 
Fourier integral 

tlH(w, J) = f dsebi",sh(s, J), (2.2) 

the term in h(O, J) can be separated out: 

tlH(w, J) = f dse2"iW'S{h(s, J)b(s) + h(s, J)[l - b(s)]} 

= h(O, J) + r dse21liW,sh(s, J). (2.3) 
Jeo] 

The symbol i[o) ds indicates that the point s = 0 is 
omitted in the integration. 

Accordingly, instead of the separation of H assumed 
in (2.1), a unique separation is obtained by setting 
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where 

H1(J) = HO(J) + h(O, J), 

H2(J) = ~H(w, J) - h(O, J) 

= r dse21TiS.wh(s, J). (2.5) 
J[O] 

Hl(J) is the Fourier component of total Hamiltonian 
H(w, J) which is independent ofw and all other Fourier 
components are included in H 2(w, J). The separation 
(2.4) instead of (2.1) is significant when oh(O, J)/oJ 
does not vanish. In this case, the generalized velocities 
v(J) of the unperturbed system, 

v(J) = oHO(J) 
oJ ' 

(2.6) 

are renormalized in the presence of the perturbation. 
They become 

v (J) = oH1(J) = v(J) + oh(O, J) . (2.7) 
1 oJ oJ 

In this paper, the separation of the Hamiltonian is 
made according to (2.4). Hl(J) is the Hamiltonian of 
the system without interaction and H2(w, J) is the inter­
action term. It is convenient to write the Fourier 
expansion of H 2(w, J) as 

where 

H2(w, J) = f dse21TiW.sh(s, J), (2.8) 

h(O, J) =f dwH2(w, J) 

= f dsl5(s)h(s, J) = 0, (2.9) 

so that H 2(w, J) has no Fourier component independ­
ent of w. 

In accordance with (2.4), (2.8), and (2.9), the 
Liouville operator in phase space separates into 

where 
L(w, J) = LtCw, J) + L2(w, J), (2.10) 

L1 = -iVl(J)· ~ , ow 

L2 = - f dse21TiW.S[ h(s, J) ( 27TS • :J) 
+ i (Oh(S, J») . ~J. 

oJ ow 
3. THE HILBERT SPACE 

(2.11) 

(2.12) 

In the Hilbert space introduced in Paper I, the 
dynamical variables A(t, w, J) of classical phase space 
are eigenvalues of Hermitian operators Ao(tJ) (sub-

script "0" denotes operator), 

AoCt, J) =f dw Iw) A(t, w, J) (wi, 

A(t, w, J) = Tr [Ao(t, J) Iw) (wI], (3.1) 

where the eigenvectors Iw) are assumed complete and 
orthonormal on the real domain of w, so that 

f dw Iw) (wi = 1, (w' I w) = l5(w' - w). (3.2) 

Clearly, 

Ao(t, J) Iw) = A(t, w, J) Iw), 
so that 

Tr [Ao(t, J) Iw) (wI] = f dw' (wi Ao(t, J) Iw'), (3.3) 

Tr[Ao(t,J)] = fdwfdW'(W
' 
Ao(t,J) Iw'). (3.4) 

These expressions for the traces are appropriate in the 
continuous spectrum where only the diagonal elements 
contribute because of the l5-function singularityG 

(w'l Ao(t, J) Iw) = A(t, w, J)I5(w' - w). (3.5) 

The Fourier-transform kets Ik), 

Ik) = f dwe21Tiw.k Iw), (w I k) = e21TiW.k, (3.6) 

are also complete and orthonormal on the real domain 
of k. According to (3.1), (3.3), and (3.4), since 
A(t, w, J) is real, 

A(t, w, J) = (wi Ao(t, J) 10) = (01 Ao(t, J) Iw), 

(3.7) 

Tr [Ao(t, J)] = (01 Ao(t, J) 10). (3.8) 

The ket 10) is defined in this paper as 

10) == Ik = 0). (3.9) 

Since, according to (3.7) and (3.6), 

A(t, w, J) = f dk(w I k) (kl Ao(t, J) 10) 

= f dke21Tik.w (kl Ao(t, J) 10), (3.10) 

the matrix element (kl Ao(t, J) 10) is the Fourier trans­
form of A(t, w, J). 

The Hilbert-space Liouville operator corresponding 
to L(w, J) is 

where 

Ll(J) = f dw Iw) L 1(w, J) (wi, 

L2(J) = f dw Iw) L 2(w, J) (wi· 

(3.11) 

(3.12) 
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The Fourier-transform kets Ik) of (3.6) are eigenkets 
of L1 , since 

Lllk) = f dw IW>( -iVl(J)· a:)(W I k) 

= 27TVl(J) • k Ik). (3.13) 

L1(J) is Hermitian with eigenvalues 

A(k, J) = 27Tk • v1(J), (3.14) 

continuous in k,7 In the k representation, the matrix 
elements of L] and C2 are 

(kl C1 Ik') = 27Tk . v1(J)o(k - k'), (3.15) 

(kl C2 Ik') = 27T[ k' • C;lh(k ~ k', J») 

- h(k - k', J)(k - k') • :J]' (3.16) 

In the k representation, C1 is diagonal, but the diagonal 
elements (kl L21k) of C2 all vanish according to (2.9). 
This result is a consequence of the separation of the 
Hamiltonian (2.4), according to which h(O, J) is in­
cluded in H1(J), rather than in the interaction Hz(w, J). 
Note that the Liouville operator is separated into 
diagonal and nondiagonal parts in (3.11), but the 
exponential operator e- iCI is not. The latter separation 
was assumed by Zwanzig. 5 From (3.15) and (3.16), 

Hilbert space spanned by the Iw) kets alone. (A Hil­
bert space spanned by simultaneous eigenkets of 
coordinates and momenta Iw, J) was introduced in 
Paper I.) 

Ifwe use the notation 

(f(k) == Ik) (kl (3.22) 
and 

l[k] == 1 - (f(k) = [ dk' Ik') (k'l, (3.23) 
.tkl 

omitting the point k' = k, then it follows from the 
preceding discussion that 

(3.24) 

(f(k)C(f(k)= (f(k)L1(f(k) = Ik) Tr [L1(f(k)] (kl 

= 27Tk· v1(J) Ik) (kl, (3.25) 

1 [k]C1(f(k) = (f(k)C11[k] = 0, (3.26) 

1 [k]m(k) = l[k]Cz(f(k) = L2(f(k), (3.27) 

(f(k)C21 [k] = (f(k)Cz. (3.28) 

4. GENERALIZATION OF THE GENERALIZED 
MASTER EQUATION 

Corresponding to the phase-space probability den­
sity pet, W, J), a Hilbert-space density operator is 
defined as 

Tr [L1 Ik)(kl] = f dk' (kl L1 Ik') = 27Tk. v1(J), (3.17) poet, J) = f dw Iw) pet, w, J) (wi, (4.1) 

Tr [C
2

Ik) (kl] = 0, (3.18) and the Liouville equation takes the form 

(kl C1 Ik')* = -( -kl'£:1 I-k'), 

(kl Lzlk')* = -(-kl Lzl-k'). (3.19) 

According to (3.16), it is apparent that C2 is not 
Hermitian in the Hilbert space. This is surprising, 
since the Liouville operator is Hermitian in phase 
space, where8 

f dJ f dwJ*(w, J)L(w, J)g(w, J) 

= f dJ f dwg(w, J)[L(w, J)J(w, J)]* (3.20) 

for functions f and g vanishing at the boundaries. 
But (3.20) is equivalent to 

f dJ Tr [Jo(J)L(J)go(J)] 

oPo(t, J) = _ 'C(J) (t J) at I Po, . (4.2) 

For derivation of the generalized master equation in 
Paper I, the Liouville equation was projected into two 
parts with the projectors (f(0) and 1 [0]; (f(0) projects 
onto the "vacuum" state Ik = 0). The generalization 
to be obtained here utilizes 1 [k], instead of 1 [0]. 
From the Liouville equation, 

01[kJ;;(t, J) = -il[k]l:.po(t, J) 

= -i1[k]l:.l[k]Po(t, J) - iC2(f(k)Po(t, J), 

(4.3) 
according to (3.27). Using the notation 

LCk] = l[k]L1[k], (4.4) 

=fd and noting that l[k] = (1[k])2 since l[k] is a pro­
Tr [go(J)C(J)Jo(J)]*· (3.21) jector, we obtain the differential equation 

Integration on J is required for Hermiticity of the 
Liouville operator. It is not Hermitian in the reduced 
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Operation from the left with the integrating factor 
eitC[k) and integration with respect to time gives 

l[k]Po(t, J) = l[k]O'o(t, J) 

- i L""dt'e-i<t-t')C[kJ£2:J'(k)po(t', J), (4.6) 

where 

(:t + ;£(k]) 1 [k]O'o(t, J) = O. (4.7) 

[The operator O'o(t, J) was denoted by p~n'(t, J) in 
Paper I.] An expression for the interaction term 
\:2PO(t, J) of the Liouville equation results from (4.6) 
upon operation from the left with :J'(k)£2 followed by 
integration over k. From (3.28), 

\:2PO(t, J) = \:O'o(t, J) - iL""dt'§(t - t', J)Po(t', J), 

(4.8) 
where 

§(t, J) == f dk:r(k)1:2e-itC[klI:2~'(k). (4.9) 

Accordingly, the Liouville equation becomes 

opo(t,J) 'f' () 'f' ( ) ~-'--...;. + h-lPO t, J = -/1..20'0 t, J 
at 

- L""dt'~(t - t', J)po(t', J). (4.10) 

According to (3.10), the Fourier transform of the 
phase-space probability density pet, w, J) is 

(kl Po(t, J) 10). 

It obeys the equation, obtained from (4.10), 

o (kl Po(t, J) 10) + 27rik • v1(J) (kl poet, J) 10) 
at 

= - i (kI1:20'0( t, J) 10) 

- {""dt'g(t - t', k, J) (kl Poet', J) 10), (4.11) 

where 

get, k, J) = Tr (§(t, J):J'(k)] = (kI1:2e-itC[kJ\:2Ik). 

(4.12) 
It follows readily from (3.19) that 

g*(t, k, J) = get, -k, J). (4.13) 

Fourier transformation of (4.11) gives the time evolu­
tion of the phase-space probability density pet, w, J): 

op(t, w, J) (J) op(t, w, J) 
--'--'-~ + VI • ~-'---"--' at ow 

= -iL2(w, J)O'(t, w, J) 

-fro dt'G(t - t', w, J)p(t', w, J). (4.14) 

The phase-space operator G(t, w, J) is defined from 
get, k, J) as 

(4.15) 

so that the Fourier transform of get, k, J) (kl in (4.11) 
is 

f dke27TiW.kg(t, k, J) (kl = G(t, w, J) (wi 

or 

G(t, w, J)b(w' - w) = f dke27Tik'(W-W')g(t, k, J). (4.16) 

According to (4.13), the operator G(t, w, J) is real. 
Equation (4.11) in the k representation or (4.14) in 

phase space is a generalization of the generalized 
master equation. The generalized master equation 
which expresses the time evolution of the reduced 
distribution function for the momenta J, 

pet, J) = I dwp(t, w, J) = (01 poet, J) 10), (4.17) 

is obtained simply by setting k = 0 in (4.11): 

-L"" dt'g(t - t', 0, J)p(t', J). (4.18) 

Equation (4.14) is an alternative non-Markoffian form 
of the Markoffian phase-space Liouville equation 
itself. It expresses the change in probability density 
along the trajectories of the noninteracting system, 
the system governed by the Hamiltonian HI(J), in the 
presence of the interaction H 2(w, J). Multiplication by 
the displacement operator exp (tv1(J) • %w] along 
these trajectories, on the left-hand side of (4.14), gives 

a exp (tvI • ajaw)p(t, w, J) dp(t, wet), J) 
= 

at 
(4.19) 

dt 
where 

wet) = w + Vl(J)t (4.20) 

is the coordinate along the trajectory, and djdt is the 
total time derivative following the motion. Accord­
ingly, (4.14) becomes, in the interaction picture, 

dp(t, ;t(1), J) = - if dw'b(w(t) - W')L2(W', J)a(t, Wi,.!) 

-r"" dt' f dW'£5(w(t) - Wi) 

X G(t - t', Wi, J)p(t', w', J). (4.21) 
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5. TIME EVOLUTION OF (10(1, J) 

The operator O'o(r, J) appearing in the preceding 
section is specified by (4.7), which can be written 

(~t + il:l) 1 [k]O'o(t, J) = -iI:2[k]0'0(t, J). (5.1) 

The formal solution of this equation is 

l[k]O'o(t, J) = l[k](1~n(t, J) 

- i foo dt' e-i(t-t'JClI:2[k]O'o(t', J), (5.2) 

where (1~(t, J) is a solution of the Liouville equation 
without interaction 

(5.3) 

so that 
(1~n(t, J) = e(-i£ltJO'~n(o, J). (5.4) 

Here, ~n(l, J) is the asymptotic value of 0'0(1, J) for 
1---+ - 00. For 1---+ + 00, (10(1, J) asymptotically be­
comes equal to ~ut(l, J), where 

l[k](1gut(t, J) = l[k](1~n(t, J) 

- i L:dt'e-i(t-t'JClC2[k](10(t', J). 

(5.5) 

~ut(t, J) is also a solution of the Liouville equation 
without interaction: 

(:t + iI:1)(1gU\t,J) =0, 

(1gut(t, J) = e-iCl'O'gut(O, J). (5.6) 

Multiplication of (5.5) by the displacement operator, 
along the trajectories of the noninteracting system 
eiCIt gives 

l[k]O'gut(O, J) = l[k](1~n(o, J) 

- i L: dt'eit 'ClC2[k]0'0(t', J) (5.7) 

independent of time (interaction picture). 
Operation on (5.2) from the left with :J'(k)1:2 fol­

lowed by integration over k gives 

£2(10(t, J) = £20'!n(t, J) - i Loodt'~(t - t', J)(1o(t', J), 

(5.8) 
where 

i>(t, J) == f dk:J'(k)1:2e-itClI:2[k]. (5.9) 

The terms in 1:20'0 in (4.10), (4.11), (4.14), and (4.21) 
are specified by (5.8). 

6. APPROACH TO A STATIONARY STATE 

We have seen in the previous section that, as time 
passes from 1---+ - 00 to 1---+ + 00, 0'0(1, J) changes 
from (1in(t J) to O'0ut(1 J) where both (1in and (1out 0' 0" 0 0 
are solutions of the Liouville equations without inter-
action, and therefore are constants of the motion 
along the trajectories of the system without interaction. 
It was shown in Paper I that the same behavior is 
exhibited by the density operator Po(t, J) itself. Here 
we take into account the separation ofthe Hamiltonian 
according to (2.4), instead of the separation according 
to (2.1) used in Paper I. 

When the Liouville equation is written as 

(6.1) 

the integrating factor eiClt gives the formal solution 

poet, J) = p~n(t, J) - i foo dt' e-i(t-t'JCl£2PO(t', J), (6.2) 

where p~n(t, J), like O'~n(t, J) in (5.4), is a solution of 
the Liouville equation without interaction 

p~n(t, J) = e-iCltp~n(o, J). (6.3) 

In fact, comparison of (4.6), (5.2), and (6.2) shows 
that,for t ---+ - 00, asymptotically Po(l, J) ---+ (10(1, J) 
so that 

(6.4) 

Here, p~(t, J) is the value reached asymptotically at 
t ---+ - 00 by the density operator of the system. For 
t ---+ + 00, this operator becomes equal to 

pgut(t, J) = p~n(t, J) - iL: dt'e-i(t-t')ClI:2PO(t', J). 

(6.5) 

Then, p~ut is also a solution of the Liouville equation 
without interaction: 

pgut(t, J) = e-iCltpgut(O, J). (6.6) 

Multiplication of (6.5) by e tCl gives, in the interaction 
picture, 

pgut(O, J) = p~n(o, J) - i L: dteitCl£2PO(t, J), (6.7) 

independent of time. 
Along the trajectories of the motion governed by 

H 1(J) , Liouville's theorem does not hold in the 
presence of the interaction H 2(w, J). The probability 
density is not constant: poet, J) changes asymptoti­
cally from p~n(t, J) = (1~n(t, J), for t ---+ - 00, to p~ut(t, 
J), for 1---+ 00, according to (6.2). In phase space the 
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asymptotic probability densities are 

pout(t, w, J) = e-itL1 (w,J) pOU\O, w, J) 

= pou\o, w - Vl(J)t, J), 

pillet, w, J) = pill(O, W - v1(J)t, J). (6.8) 

These have the important property that the reduced 
distribution functions pout(t, J) and pillet, J) for the 
generalized momenta J are independent of time; for 
example, 

pout(t, J) == f dwpout(t, w, J) = pOU\o, J). (6.9) 

Accordingly, the expectation values of all properties 
which are functions of J alone become independent of 
time for t ->- ± 00. For example, for F(J), when 
t ->- + CIJ, 

(F)oo = J dw J dJF(J)pOU\t, w, J) =J dJF(J)pOU\O, J). 

(6.10) 

More generally, the expectation of any dynamical 
property with the functional form 

F(t, w, J) = e-itL1(w,J)F(0, w, J) = F(O, w - Vl(J)t, J) 

(6.11) 
becomes independent of time. 

Since, for t ->- ± 00, 

(:t + i£\)po(t,J)->-o (6.12) 

asymptotically, therefore, from (4.10), 

1:2aO(t, J) ->- i foodt'~(t - t', J)po(t', J), (6.13) 

so that 

1:2a~ll(t, J) ->- 0, for t ->- - 00, (6.14) 

1:2agU\t, J) ->- iL:dt'~(t - t', J)Po(t', J), 

for t ->- + 00. (6.15) 

On the other hand, from (4.8), 

1:2pgut(t, J) ->- 0, for t ->- + 00. (6.16) 

It is evident, of course, from the Liouville equation 
(6.1) that if (6.12) holds for t ->- ± 00, then 

L2Po(t,J)->-0, for t->-±oo. (6.17) 

The preceding conclusions of Eqs. (6.1)-(6.11) 
concerning the asymptotic behavior of poet, J) follow 
directly from the Liouville equation in the form (6.1), 
but do not depend on the properties of 1:1 and 1:2 based 
on the separation of the Hamiltonian in (2.4). The 
solution of the Liouville equation can be written 

alternatively in the forms 

poet, J) = e-itl:po(O, J) (6.18) 

= e-itC'[p~ll(O, J) - ifoodt'eit'ClI:2Po(t" J)] 
(6.19) 

= p~U(J) - i foo dt'LPo(t', J). (6.20) 

In (6.l9), which is equivalent to (6.2), 1:1 and 1:2 may 
be regarded in general as arbitrary, unrelated to the 
separation (2.4). The form (6.20) shows that, for 
t ->- - 00, poet, J) ->- p~n(J), which is independent of 
time. For t ->- + 00, 

poet, J) ->- p~n(J) - i L: dtCpo(t, J), (6.21) 

also independent of time. The probability distribution 
becomes stationary for t ->- ± 00. Expectation values 
for all dynamical properties F(w, J) become inde­
pendent of time [cf. (6.11)]. 

Similarly, the solution of (4.7) can be written as 

l[k]ao(t, J) = l[k]a~n(J) - i foo dt'L[k]ao(t', J) (6.22) 

as well as in the form (5.2). Therefore, for t ->- + 00, 

o'o{t, J) -+ a~ll(J) - iL:dtQk]ao(t, J), (6.23) 

independent of time. Accordingly, from (4.8) or 
(6.15), 

L: dt'~(t - t', J)Po(t', J) 

becomes independent of time for t -+ 00. 

7. REDUCED DISTRIBUTION FUNCTIONS 

If we write w as 

(7.1) 

where Wr represents the set of components WI' 

W2, ••• , Wr , then the reduced probability density 
Pr(t, wr , J) in phase space is defined as 

pit, wr , J) == f dw.p(t, w, J) 

= f dws Tr [poet, J) Iw) (wi]. 

In Hilbert space the corresponding reduced density 
operator is 

p~(t, J) = f dw Iw) pit, w" J) (wi· (7.2) 
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From (3.7) and (3.10), and, from Eqs. (7.7)-(7.9), 

pit, Wr , J) = f dws (wi poet, J) 10) IrPo(t, J)lr = f dw Iwr) Tr [poet, J) Iw) (wi] (wrl 

= f dwsf dke21Tiw.k (kl poet, J) 10) = f dWr Iwr) Tr [poet, J) Iwr) (wrll (wrl 

= f dkre21TiWr.kr (krl poet, J) 10), 

where 

= p~(t, J). (7.14) 

In agreement with (7.7) and (7.10), therefore, 
(7.3) 

(7.4) Pr(t, Wr , J) = Tr [poet, J) Iwr) (wrll 
Define = Tr [p~(t, J) Iwr) (wrll. (7.15) 

Iwr) = f dkre-21TiWr.kr Ikr), 

so that, according to (3.6), 

(7.5) In (7.3), the Fourier transform of the reduced 

Iwr) = f dWsf dke-21TiW.k Ik) = f dws Iw). (7.6) 

Then, from (7.3) and (7.6), 

Pr(t, wr ' J) = (wrl poet, J) 10) 

= Tr [poet, J) Iwr) (wrl]' 
But also 

f dws Iw) (wi = f dW.f dk f dk' Ik) e21Tiw
.(k'-k) (k'i 

= Iwr) (wrl, (7.8) 

so that, from (7.2), 

p~(t, J) = f dWr f dWslw) prCt, Wr , J) (wi 

From (7.9), 

= f dWr Iwr) Pr(t, w," J) (wrl· (7.9) 

prCt, Wn J) = Tr [p~(t, J) Iwr) (wrll. (7.10) 

Accordingly, p~(t, J) is an operator in a reduced 
Hilbert space spanned by the set of vectors {Iwr )} or 
{Ikr )}. Thus, we have 

f dWr Iwr) (wrl =f dk r Ikr) (krl = lr' (7.11) 

where lr is the unit operator in the reduced Hilbert 
space, and 

(k; I kr ) = <5(k; - k r), (w; I wr) = <5(w; - wr). (7.12) 

The unit operator Ir is also a projector onto the 
reduced Hilbert space, since 

lr Iw> = f dk r Ikr) (kr I w) 

probability density, 

(krl poet, J) 10) = (krl p~(t, J) 10), 

is obtained from (kl poet, J) 10), the Fourier trans­
form of the total probability density, simply by setting 
k = k r . Accordingly, from (4.11), 

= - i (krl L2aO( t, J) 10) 

- Eoo dt'g(t - t', kn J) (krl p~(t', J) 10) .. (7.16) 

For kr = 0, the generalized master equation (4.18) is 
recovered. Fourier transformation of (7.16) gives the 
time evolution equation of the reduced probability 
density prCt, Wr , J): 

0Pr(t, Wn J) \I (J). 0Pr(t, Wr , J) 
::l + lr ::l 
ut uWr 

= - if dwsL2(w, J)a(t, w, J) 

- Eoo dt'G(t - t', Wr, J)prCt', Wr> J). (7.17) 

It has already been noted that Eq. (4.14), in non­
Markoffian form, is equivalent to a Markoffian 
equation, the Liouville equation itself. Similarly, the 
non-Markoffian equation (7.17) has an equivalent 
Markoffian form. The Liouville equation is 

op(t, w, J) (J) op(t, w, J) --'--'-'--'----'- + \11 • --'--'-'--'--"-at ow 
= -iL2(w, J)p(t, w, J), (7.18) 

but the interaction term, according to (4.8), is 

-iL2(w, J)p(t, w, J) 

= -iL2(w, J)a(t, w, J) 

= J dkr Ikr) e-21TiWr·kr = Iwr), (7.13) - f<Xl dt'G(t - t', w, J)p(t', w, J). (7.19) 
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Integration on Ws gives 

op(t, w" J) + v1,(J). op(t, w" J) 
at oWr 

where 

= - if dwsLlw, J)p(t, w, J), (7.20) 

-if dw.L2(W, J)p(t, W, J) 

= -if dw.L2(W, J)a(t, w, J) 

-f"" dt'G(t - t', w" J)p,(t', w" J). (7.21) 

The Markoffian equation (7.20) is equivalent to (7.17). 
In particular, the non-Markoffian generalized master 
equation (4.18) is equivalent to the Markoffian equa­
tion 

--- = -I WL2 W, J P t, w, op(t, J) 'fd ( ) ( J) 
at 

= .E_ 'fdwp(t w J) OH2(W, J) (7.22) 
oJ " ow' 

since 

-if dwL2(W, J)p(t, W, J) 

= .! 'fdWa(t w J) oHlw, J) 
oJ " ow 

-f"" dt' get - t', 0, J)p(t', J). (7.23) 

Apart from the term in ao(t, J), the non-Markoffian 
equations (7.16) and (7.17) are closed equations in the 
sense that in (7:16) only one Fourier coefficient 
(k,1 p~(t, J) 10) appears, and in (7.17) only one reduced 
distribution function Pr(t, w" J) appears; the equiv­
alent Markoffian equation (7.20) contains the distri­
bution function pet, w, J), i.e., all Fourier coefficients, 

on the right-hand side. The term in ao(t, J) in (7.16) 
and (7.17) is obtained directly from (5.8), and depends 
on all Fourier coefficients except (krl ao(t, J) 10), ini­
tially. Asymptotically for t -+ 00, the interaction term 
of the Liouville equation vanishes, so that, as in (6.15), 

f dwsL2(w, J)a(t, w, J) 

-+ if"" dt'G(t - t', w" J)p,(t', wr , J). (7.24) 

In recent papers, 9 which have appeared since comple­
tion of this work, Muriel and Dresden have obtained a 
hierarchy of equations in the case of N particles 
interacting by central forces (and extended their results 
to include time-dependent outside fields). Their results 
agree with (7.17) when it is taken into account that 
their initial time is chosen at t = 0 rather than at 
t = - 00. They emphasize that, in contrast to the 
BBGKY hierarchy, their hierarchy is decoupled in the 
coordinates. Their remarks apply equally to (7.17). 
The process of setting k = k" i.e., setting ks = 0, to 
obtain (7.16) is equivalent to integration over the 
coordinates w. in the phase space. Integration over 
coordinates of the individual particles of their N-body 
system is the projection operation utilized by Muriel 
and Dresden. This operation should not be confused 
with the projection performed by the operator !J'(k) of 
Eq. (3.22). 

1 B. Leaf and W. C. Schieve, Physica 36, S89 (1967). This paper 
is referred to as Paper I. 

• I. Prigogine and P. Resibois, Physica 27,629 (1961). 
3 R. W. Zwanzig, in Lectures in Theoretical Physics, Vol. III: 

Boulder, Colorado, 1960, W. E. Brittin, B. W. Downs, and J. Downs, 
Eds. (Interscience Publishers, New York, 1961). 

• I. Prigogine, Nonequilibrium Statistical Mechanics (Interscience 
Publishers, New York, 1962). 

• See Ref. 3, p. lIO. 
S For similar expressions for the trace in the continuum see B. 

Leaf, J. Math. Phys. 9, 71 (1968), Eq. (S.10); 9, 776 (1968), Eq. (S.6). 
7 B. Leaf and W. C. Schieve, Physica 36, 34S (1967). 
8 See Ref. 4, p. 17. 
U A. Muriel and M. Dresden, Physica 43, 424, 449 (1969). 
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A group-theoretical analysis of spontaneous symmetry breaking is carried out in an extension of 
GIashow's work. A general theorem is proved which is then used to give several interesting results. Apart 
from a rederivation of Glashow's result, we are able to show, among other things, the following: If a 
hadronic triplet exists in nature which is nontrivially coupled to the rest of the hadrons, then octet en­
hancement immediately foIJows independently of any dynamical detail; in models containing the vector 
nonet, '" - w mixing can, in principle, occur as a particular form of spontaneous symmetry breaking in 
the octet pattern; and if octet enhancement holds, the very accurate mass formula m~ + m~ = 2m~. is 
established without recourse to any dynamical detail. Under the same general assumption, a further 
relation is found relating the mass of the nonet with the mixing angle, which is 4m:. - 3(cos' Om~ + 
sin! Om~) - m~ = O. 

1. INTRODUCTION 

Let us suppose that for a specific problem in physics, 
we can write down a basic set of equations which is 
invariant under a certain symmetry group G. Then 
we would expect that solutions of these equations 
would reflect the full symmetry of the basic set of 
equations. If for some reason this is not the case, i.e., 
if there exists a solution which reflects some asym­
metries with respect to the group G, then we say that 
a spontaneous symmetry breaking has occurred. 

is essentially a bootstrap requirement since they re­
quired that the physical masses are completely dynam­
ical in origin. (Technically, this means setting the 
bare masses equal to zero.) Their conclusions, however, 
are not completely conclusive since, to overCome 
divergence difficulties, they had to employ cutoffs in 
some of the integrals and assume the dominance of a 
certain class of Feynman diagrams. Similar calcula­
tions have also been performed by other authors, 
some in the field-theoretical framework5 others in 
terms of S-matrix theory.s 

Glashow discussed, group-theoretically, a bootstrap 
problem of eight baryons interacting with each other 
with an interaction invariant under SU(3).7 He found 
that, if spontaneous mass splitting does occur under 
the condition that isospin and hypercharge are still 
conserved, then mass splitting must occur according 
to one of the following patterns: 

(a) The mass-splitting matrix transforms as a uni­
tary singlet: in this case, we do not have any mass 
splitting; the octet remains degenerate; 

(b) The mass-splitting matrix transforms as the 
I = 0 and Y = 0 component of octet [the 8-dimen­
sional irreducible representation of SU(3)J: in this 
case, we have the Gell-Mann-Okubo formula; 

(c) The mass-splitting matrix transforms as the 
I = 0 and Y = 0 component of a 27-plet [the 27-
dimensional irreducible representation of SU(3)J: in 
this case, we have a mass splitting where the masses 
satisfy the 27-plet formulaS 

Such a possibility was discussed by Heisenberg and 
his coworkers.1 They pointed out that the equations of 
quantum field theory are nonlinear operator equations. 
Since nonperturbative solutions to nonlinear equa­
tions do not, in general, possess the full symmetry of 
the equations themselves, it is conceivable that the 
field equations may be highly symmetric expressions, 
while their solutions may reflect the asymmetries of 
nature. Several calculations have been performed by 
various authors to confirm the above conjecture of 
Heisenberg et al. These calculations have been done 
with specific models. lona-Losino and Nambu2 con­
sidered a theory with a Lagrangian possessing Ys 
invariance and found that, although the basic Lagran­
gian contains no mass term mijJ'lp since such terms 
violate Ys invariance, a solution exists that admits 
fermions of finite mass. A calculation with similar 
conclusion was performed independently by Gold­
stone.3 Baker and Glashow' considered a theory based 
on the Dyson equations, a set of coupled nonlinear 
equations relating the I-particle Green's functions and 
the vertex functions for a set of particles, which were mN + mE = 3ml; - mA' 
assumed to possess SU(3) symmetry. They found that In the rest of this paper, we shall present a general-
nonperturbative solutions exist that contain multiplets ization of Glashow's method, which, as we shall see, 
with respect to the symmetry group possessing non- lends itself to a number of interesting applications. 
degenerate masses. Their formulation of the problem Incidentally, we shall present, as a by-product of a 

1815 
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more general theorem, a detailed proof of Glashow's 
results, which is almost totally absent in Glashow's 
extremely short article. 

2. GENERALIZED GROUP-THEORETICAL 
TREATMENT 

We consider a situation where the masses of a 
system of particles belonging to a number of SU(3) 
multiplets are given dynamically by a set of equations. 
Such a set of equations may, for instance, come out 
of a bootstrap calculation. Let the set of equations be 
SU(3) invariant. 

For simplicity, we shall limit ourselves to the case 
where there are only two multiplets. If we expand the 
equations in terms of small deviations from SU(3) 
symmetry and keep only linear terms, we have 

m n 

~m: = ~Fji~m1 + ~H«i~m«, (1) 
;=1 ",=1 

where ~m:, i = 1,2,"', m, and ~m"" Q( = 1,2,"', 
n, denote mass splittings of the members of the two 
multiplets, respectively. [We have used the term 
"multiplet" here in a more general sense than usual, 
in that it does not have to correspond to an irreducible 
representation of SU(3). It may correspond to a 
reducible representation such as the case of the vector 
"nonet." Our proof of the theorem is independent of 
the irreducibility of the multiplets.] All the detailed 
dynamics of the system, such as the coupling constants, 
has been relegated to the matrices (Fji) and (H"i)' Of 
course, to determine the various masses, equations 
involving 15m" on the left-hand side are also necessary 
and are also usually available in dynamical calcu­
lations. For the following discussion we only have to 
consider Eq. (1). To treat Eq. (1) group-theoretically, 
it turns out to be more convenient and fruitful to 
consider mass-splitting matrices instead. So we write, 
instead of (l), 

~Mii = ~ Flk,ii~Mlk + < ~ < H«fi,ij~m!l.ll· (2) 
l$l,k$m l_IX,Il_n 

We shall look upon (15M;;) and (t5maP) as vectors in 
m2_ and n2-dimensional vector spaces and (F1k •ij) and 
(Hall .i ;) as m2 X m2 and n2 X m2 matrices. Then, (2) 
can be written in the symbolic form 

(3) 

If we suppose that the two multiplets transform 
according to the SU(3) unitary representations {m} 
and {n}, respectively, it is easy to see the following: 

~M transforms as {m}* <8l {m}, (4) 

c5m transforms as {n}* <8l {n}, (5) 

where {m}* and {n}* are the adjoint representations 
of {m} and {n}, respectively. The representations 
{m}* <8l {m} and {n}* <8l {n} are generally reducible. Let 
us assume, without loss of generality, that they can be 
reduced into the following form: 

{m}* <8l {m} = DU) EB D(2) EB D(3) EB D(4) EB D(S), (6) 

{n}* <8l {n} = D(1) EB D(2) EB D(3) EB D(6) EB D(7), (7) 

where the D(il denote irreducible representations of 
SU(3). The superscript (i) just labels the particular 
representation and has nothing to do with the dimen­
sionality of the representation. Then, if Eq. (3) is 
invariant under SU(3) and Eqs. (6) and (7) hold, then 
we can prove the following theorem. 

Theorem: (I) If D(i) is not equivalent to D(i) for all 
i:F j, then 

F = ).(1).0(1) + A(2)p(2) + ).(3)ft(3) + A(4)p(4) + A(S)ft(5), 

(8) 

(9) 

(II) If D(3) is equivalent to D(4), then 

F = ).(I)ft(l) + ).(2).0(2) + A(S)p(3) + A W ft(4) + A(5)p(S) 

+ A(3.4)ft(3.4) + A(4.3)ft(4.S) , (10) 

fI = ,u(I)11(l) + ,u(2)ll(2) + ,u(S)TI(S) + ,u(4.3)TI(4.3); 

(11) 

(III) If D(3) is equivalent to D(6), then 

F = A (1).0(1) + A (2).0(2) + A (3)ft(3) + A (4)ft(4) + A (5)P(5) , 

(12) 

fI = ,u(l)ll(1) + ,u(2)11(2) + ,u(S)11(3) + ,u(3.6)ll(s.6). 

(13) 

To define the symbols, let us denote the representation 
space of {m}* <8l {m} by s(m), the representation space 
of {n}* ® {n} by s(n), the subspace of SImI that 
generates the representation D(i) by s(m.i), and the 
subspace of SIn) that generates the representation 
D(il by s(n.i). Then p(i) (s(m) --+ s(m» is defined as the 
projection operator that projects the subspace s(m.i) 

onto itself, and {Iii) (s(n) -+ s(m» is defined as that 
operator which maps any vector belonging to s(n.i) to 
that vector in s(m.i) with identical transformation 
properties and which maps the rest of SIn) to zero. In 
the case when D(i) is equivalent to D(i), p(i.;) (s(m) -i>­

s(m» is the operator that maps any vector in s(m.i) 
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to that vector in s(m.i) with identical transformation 
properties and maps the rest of s(m) to zero. In the case 
when D(k) is equivalent to D(Il, n(k.!) is the operator 
that maps any vector in s(n.l) to that vector in s(m.k) 

with identical transformation properties and that maps 
the rest of SIn) to zero. ).(i), ).(i.i), fl,ul, and p(l.k) are 
all numerical constants. 

Proof' Let us look at Eq. (3) under the SU(3) trans­
formation: 

bM ->- bM' = bM(U* ® U), (14) 

bm ->- bm' = bm(V* ® V), (15) 

where U and V are representation matrices in {m} and 
{n}, respectively, induced by the same group element 
in SU(3). For (3) to be invariant under SU(3), we 
must have 

Ul ! o 
----_____ 1.---------

1 ___ ~2.J ________ _ 
V= : Ua i (23) 

.. - ------:---------; 

l V6 l 
o :--------I-v~· 

It should be emphasized at this point that J and K are 
independent of the particular group element in SU(3) 
which U and V represent. Ui and Vj are representation 
matrices belonging to the representations D(i) and 
D(i), respectively. Substituting (20) and (21) into (19), 
we have 

vB= Bu, 
where 

B = KfiJ-l. 

(24) 

(25) 

bM' = bM'· F + bm'fi. 

Substituting (14) and (15) into (16), one gets 

bM = bM(U* ® U)F(U* ® U)-l 

(16) Substituting (20) into (18), we have 

UP= PU, (26) 

(27) 

+ bm(V* ® V)fi(u* ® U)-l. (17) 

Comparing (3) and (17), one gets 

(U* ® U)F = F(U* ® U), (18) 

(V* ® V)fi = fi(u* ® U). (19) 

From (6) and (7), we see that 

U* ® U = J-IUJ, 

V* ® V = K-IVK, 

(20) 

(21) 

where J and K are unitary matrices and 

U= 

Ul i 0 
---------i·---------, 

i U2 i 
i·--------:---------

1 
i Ua i 

·----·---:---~~~I--------
o i Us 

(22) 

U1Hll i U1H12 i U1H13 ! U1H1", 
----------------:---------------·1·---------------:---____ ow_ow_ow 

U2H21 j U2H22 j U2H2a j U2H2", 
----------------:---------------:---------------:---------------. 

UaHal i UaHa2 ! UaHaa i UaHa", · . . · . . --------------_._--------------,----------------,---------------. , . . 
V.,lId j V",H",2 i V",H",a i V",H",,,, · , . 

where 

Writing 

U = 
'" -~~·-i-···~·-

o i Us 

o 
(28) 

o 

we can divide B into appropriate blocks in the form 

Hn i H12 i Hla [ HI'" 

f::I~:I~:!~: (29) 

and Pinto 
Fn i F12 i F1a j F14 i F15 

----------[·---------i----------;---------·!---------
F21 j F22 j F23 i F24 i F2S 

: : : : ----------:----------:----------:---------":"---------

F3l j Fa2 j F3a ! Fa( j Fas 
" : : : "---------:---------":"---------:----------:---------

F41 j F42 j F4a j F44 i F45 

(30) 

-·F~~--i --F~~·· ! --F~~-!··F~~- i·F~~--

We have, from (24), 

Hll Ul H12U2 I H13Ua i HtxU", 

= ----~;;-~~-__ ::~~;:~;J_~-_~;_;-~~J:~;~~_ 
._~a~_~~ __ __ ~~~_~2!r:.~~-~~--1--!!~-~~-

(31) 

H"'lU1 H",2 U2 i H",aU3 i H",,,,U,,, 
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and, also, from (26), 

U1Fll i U1F12 : U1F1S ! U1F14 i U1F15 
--------------.:---------------:---------------:--------------:.-------------

U2F21 ! U2F22 ! U2F2S ! U2F24 i U2F25 : : : : --------------:---------------:--------------: --------------: 

USFSI i USFS2 i UsFss i USFS4 i USF35 
: : : : 

--U~i-~-r-U~F~~- i --U~F~~--i--U~F~~-IU4F45 
--U~F~~- i--U~F~~-- i ---U~F~~-- --U~F~~-- :--U~F~~--

From HiPj = UiHij , 1 ~ i, j ~ 3, in (31), we 
have, using Schur's lemma,9 

Hij = ~ijl-'(i)I(i), i,j = 1,2,3, (33) 

and, from Fkl U1 = U~kl' k, I = 1,2, 3, 5, 

Fkl = ~kl),(k)I(k), k, I = 1,2,3,5, (34) 

where ~ii and ~kl are Kronecker ~ symbols, I-'(i) 

and ),(k) are unknown numerical constants, and I(i) 
and I(k) are identity matrices of appropriate dimen­
sions. We shall now specialize to the various cases. 

(I) D(i) is not equivalent to DU) for all unequal t, j. 
From (31), we have 

U;HillJ = HiIlJUIIJ , i = 1, 2, 3. (35) 

Let ~ be a vector that transforms like D(Il. Then, 
under the group operation in question, ~ -+ ~ U1 • 

The vector 

~HIIIJ -+ (~Ul)HllIJ = (~HIIIJ)UIIJ' (36) 

where we have made use of the fact that HIIIJ does not 
transform under SU(3) and also the equality (35). 
Hence, the vector ~HIIIJ transforms according to 
D(IIJ) = D(4) ® D(5). If ~Hl" is nontrivial, there exists 
a vector subspace of the representation space of DUl 
that transforms like D(IIJ) , which is in contradiction 
with our assumption. Hence ~Hlx = 0, for all ~, 
which requires that 

FllUl i F12U2 i F1SUS i F14U4 ! F16U5 

--~~l_~; ____ i--!~-~-~~---! -~~-~s:: i:~~;:~4:- :-:~~;:~;-:_ 
= Fa1 UI 1 F 32 U2 i FaaUa i F 34 U4 i F35 US 

;:: ~:!g:I~:~i;:~;i;::t: 
(32) 

The equalities in (33) and (34) can be extended in 
this case to 1 ~ k, I ~ 5, resulting in 

, (1)1 : 

--~------~-~~-- i ----------------, 
! '(2)1 ! 
i ___ ~ ______ ~~! __ L ______________ _ 

i '(S)l i 
! 1\ (S)! 

o 

o · ----------------i::~~~~~;;-;J---------

Equations (38) and (39) establish our assertions (8) 
and (9) for Case (I). 

(II) D(S) is equivalent to D(4). In this case, J can be 
chosen so that Us = U4 • Then 

UIIJ= (40) 

From (35), we have 

(41) 
we write 

(42) 

Then, from (41), 

IIUsm~)! UsH~;)11 = Ilm~Us i m;)U5 11 (43) 

(37) and, hence, 

Similarly, we can prove Hd = HIIJ2 = H2IIJ = HIIJ3 = 
H s", = O. A similar argument can be applied to the 
equation H"""U", = V",H",,,,, with the result that H",,,, = 
O. 

Hence, we have, for this case, 

1-'(1) 1(1) i 0 i 0 i,' 0 --------------- ! ------;---------! ---------------- -----
o i 1-'( )1(2) i 0 i 0 

•.•.... ~ .•••••• i···~···~··I~,;)i;;;ro 
o ! 0 O! 0 

(38) 

(44) 

All the other conclusions about the H-submatrices 
are the same as in Case (I). Thus, we have, in this case, 

o 

o 
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We can also easily show that 

__ ~(l)_~~~! __ : _____________ _ 
o 

: '(2)1 : 
: II (2) 

---------- --)--ii~;~~;----!i-i~:~;:;;~)--j 
)---i;~-.-~-)-i---- \-i(-~;I-------- i 
: (S) i (S): 
: ______ c _______________________________ :----------------

o i __ ~_C_~)~(5_) __ _ 

(46) 

(III) D(S) is equivalent to D(6). In this case, the only 
equality obtainable from (31) which will give rise to 
conclusions different from Case (I) is 

(47) 
Since 

Us i 0 

--~----i--~- (4S) 

we shall now write 

H.,s= (49) 

and get, from (4S), 

= (50) 

Hence, 

Therefore, 

(51) 

It is also straightforward to show that 

--~~~:-~(-~~-- i----------------
1 '(2)1 i II (2) 
-.-- ----.----- ----------------

F = ..1.(3)/(S) ! 
-- i --ii~;I;~-;--i 

\----------------\._--------------
l ..1.(5)/(5) 

QED (52) 

3. APPLICATIONS OF THE GENERAL 
RESULTS 

A. Glashow's Results 

We shall reproduce Glashow's results7 on the boot­
strapping of an octet of baryons. There we have the 
equation 

s 
bmi = 'I, Fjibmj. (53) 

;=1 

Comparing this with (1), we have If = O. Now {m} = 
{S} and, hence, the mass matrix (bMij) will transform 
according to 

{S}* ® {S} = {I} EB {Sn} EB {SF} EB {1O} EB {1O}* 
EB {27}, (54) 

where {Sn} and {SF} are equivalent. Then using the 
theorem for case (11), we have 

P = ..1.(l)p(l) + ..1.(lO)p(lO) + ..1.(lo*)p(lo*) + ..1.(27)p(27) 

+ ..1.(D)pCD) + ..1.(F)p(F) + ..1.(F.D)p(F.n) 

+ ).(D.F)~(D.F), (55) 

where the ..1.'s are numerical constants and the p 
operators have the meanings assigned to them in the 
general theorem. 

We shall now make the following assumptions: 

(A) The mass-splitting matrix transforms as a single 
irreducible tensor of SU(3) and 

(B) the spontaneous symmetry breaking does not 
disrupt isospin and hypercharge conservation_ 

As we have seen, the matrix (bM) transforms as 
{S}* ® {S}, which can be decomposed according to 
(54). From (54) we can now pick out all the possible 
states that are invariant under isospin transformations 
and hypercharge gauge transformation. Having picked 
out these states, which are represented by S X S 
matrices, these matrices can be calculated by using the 
SU(3) CG coefficients.s.lo These matrices with respect 
to the basis (p, n, l:+, l:o, l:-, A, EO, E-) are given as 
follows: 

bM ~ I{Sn}' 1=0, Y = 0) 

"" I/J20 diag {-I, -1,2,2,2, -2, -1, -I}, 
(56) 

bM ,...., I{SF}' 1=0, Y = 0) 

,...., tdiag {-I, -1,0,0,0,0, +1, +l}. (57) 

If the mass splitting transforms as a linear super­
position of (56) and (57), i.e., if it transforms like a 
general octet component, then 

bmN = -0( - p, bmr. = 20(, 

bms = -(X + p. 
Eliminating (X and p from (5S), we can easily show that 
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the GMO formula 

!(c5mN + c5ms) = !c5mA + !.c5mE (59) 

must be satisfied. We have 

15M"" 1{27}, 1= 0, Y = 0) 

""..)430 diag{l, 1, -t, -t, -l, -3, 1, I}. (60) 

It can be similarly shown that the above mass splitting 
satisfies the formula 

c5mN + c5ms = 3c5mE - c5mA (61) 

which was given by De Swart. s It is well known that 
this so-called 27-plet formula is not satisfied experi­
mentally. Also, we note that Eq. (61) is a weaker 
requirement than (60). We have 

15M"" 1{1}, 1= 0, Y = 0) 

. "" 1/.J8 diag {I, 1, 1, I, 1, 1, 1, I}, (62) 

in which case we have no mass splitting. 

B. Bootstrap Involving the Baryon Decuplet and 
the Baryon Octet (the B-!1 Bootstrap) 

Let 15m; denote the mass splitting of the decuplet 
and c5mf1, denote the mass splitting of the octet: 

10 s 
c5m;* = 2. F 1ic5m j + 2. H f1"c5mf1, . (63) 

1=1 ",=1 

Now, since 

{10}* ® {10} = {I} ® {8} ® {27} ® {64}, 

{8}* ® {8} = {I} ® {8D } ® {8F } ® {1O} ® {10}* 

® {27}. (64) 

We can quote Case III of our general theorem to 
write 

p = ).(1)p(l) + ).(S)p(S) + ).(27)p(27) + ).(64)p(64), (65) 

Ii = ,u(1)fI(l) + ,u(S.Dln(S.D) + ,u(S.F)n(8.F) 

+ ,u(27)n (27), (66) 

where the notations are by now self-explanatory. Let 
(15M) denote the 10 x 10 mass-splitting matrix of the 
decuplet and (15m) the 8 x 8 mass-splitting matrix of 
the octet. We make now the following further assump­
tion: 

(C) All multiplets that have been taken into the 
bootstrap are nontrivially coupled. In other words, any 
mass splitting in one particular multiplet is going to 
have nonzero effect on the masses of the other multi­
plets involved in the bootstrap problem. 

Then, since Ii only connects mass matrices with 
identical transformation properties, we conclude that, 
if (15m) transforms like a certain SU(3) irreducible 
tensor, then (15M) will also transform like the same 
irreducible tensor. In particular, 

(a) If (15m) transforms as a linear combination of 
(56) and (57), i.e., if the baryon octet satisfies the 

GMO formula, then (15M) must be proportional to 
diag {l, 1, 1, 1,0,0,0, -I, -1, -2}. That is, we 
have the equal-spacing rule for the decuplet, which is 
very well satisfied experimentally. 

(b) If (15m) transforms as in (60), then (15M) must 
be proportional to diag {3, 3, 3, 3, -5, -5, -5, -3, 
-3, -9} which gives rise to the mass formula 

Hm(N*) - m(Y*)] = -i[m(Y*) - m(3*)] 

= Hm(3*) - m(Q-)], (67) 

which is not at all in agreement with experiment. 
(c) If (15m) transforms as in (62), i.e., if there is no 

mass-splitting in the octet, then (15M) must be pro­
portional to diag {I, I, 1, 1, 1, 1, 1, 1, 1, I}. In other 
words, there is also no mass splitting in the decuplet. 

C. Existence of a Unitary Triplet and Octet 
Enhancement 

Suppose there exists a triplet which is nontrivially 
coupled to the rest of the hadrons, by which we mean 
that the mass splitting of the triplet has nonzero effect 
on the other multiplets. For simplicity, but without 
loss of actual generality, we shall assume that the 
triplet is only coupled to an octet of baryons. Then we 
have 

s 3 

c5mt = '2.F1ic5mj + '2.H"'ic5m"" (68) 
1=1 ",=1 

where c5mi denotes mass splitting within the octet and 
15m", denotes the mass splitting in the triplet, respec­
tively. Then, because of 

{3}* ® {3} = {I} ® {8} 

and the decomposition (54), we have 

(69) 

p = ).(1)p(l) + ).(1O)P<1O) + ).(10*)p(1O*) + ).(27)p(27) 

+ ).W)pW) + ).(F)p(F) 

(70) 

Ii = ,u(1)n(l) + ,uw,S)i1 w ,S) + ,u(F.S)n(F.S). (71) 

We see that Ii, apart from Ii (1) which does not 
connect actual mass splittings among the multiplets, 
involves only "projection operators" which connect 
irreducible matrices transforming like a component 
of {8}. From our assumption (C) that the triplet is 
nontrivially coupled to the octet and (A) that the 
mass splitting of each multiplet transforms like a single 
irreducible tensor, it obviously follows that the mass 
splitting of the baryon octet must transform like 
a component of an octet and, hence, must obey the 
Gell-Mann-Okubo formula. 

Hence, we have obtained octet enhancement inde­
pendently of any detailed dynamics as soon as we 
assume the existence of a triplet which is nontrivially 
coupled to the hadrons. In the above argument, we do 
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not have to assume that this triplet of particles are 
quarks, i.e., fundamental building blocks of all matter. 
We know that the GMO formula can be deduced 
from quark modelslI : but all these derivations depend 
on a greater or lesser extent to some drastic dynamical 
approximations. The foregoing group-theoretical argu­
ment, however, is independent of any dynamical 
detail or assumption. 

Since triplets have not yet been discovered, we 
cannot attribute the phenomenon of octet enhance­
ment lightly to the influence of triplets. 

I t is interesting to note that, if there are no triplets or 
other multiplets with nonzero triality, then we cannot 
carry out an argument similar to the above to account 
for octet enhancement, no matter how many "tensor­
ial" multiplets we put into our bootstrap. [Triality is 
defined, for the representation {n} = D(p, q) as t == 
(p - q) mod (3). Tensorial representations are those 
with t = 0. All known hadronic multiplets to date fall 
into tensorial representations.] This is because, for all 
tensorial representations {n} (except {I}), 

{n}* ® {n} = {l} EEl {8} EEl {27} EEl . . . . (72) 

The {27} always appears in the CG series. 
We can show this most easily by using Speiser 

method for obtaining the CG series (see J. J. De 
Swart, Ref. 8, pp. 326-327). We have to find the CG 
series of D(q, p) ® D(p, q) [since D(q, p) == D(p, q)*], 
for all p and q such that p == q (mod 3), and see 
whether they all contain the {27} = D(2, 2). It turns 
out that, if we put the eigenvalue diagram of D(q, p) 
on top of the point (p, q) in the lattice diagram (Figs. 
5 and 6 in De Swart, Ref. 8) in the way specified by 
the Speiser method, we can show by simple geometry 
that, for all p == q (mod 3), the eigenvalue diagram 
always covers the point (2, 2) in the first sextant of the 
lattice, but never the image points of (2, 2) in the 
other sextants. By Speiser's rule, this shows that 
D(q,p) ® D(p, q) always contains the {27} = D(2, 2) 
in the CG decomposition. 

D. Spontaneous g,-w Mixing 

Let us consider a bootstrap problem where an octet 
of vector mesons and a singlet vector meson are 
involved. It may be necessary in practice to put in 
more particles in order to complete the bootstrap, 
say, the pseudoscalar octet: but the conclusions to be 
discussed below will be essentially unchanged. We must 
bear in mind also that, when we say "mass matrix," it 
is actually the mass-squared matrix that we are 
referring to since we are concerned here with bosons. 
Let us write the mass matrix of the nonet in the basis 
(K*+, K*o, p+, pO, p-, K*o,K*-,wB, w'), where IwB) 

transforms as the eighth component of an octet and 
Iw') is a unitary singlet. The nonet of vector mesons 
transform as 

{I} EEl {8}. (73) 

Note that now we have a reducible representation of 
SU(3). This does not matter since, as we have stressed 
in Sec. 2, our theorem applies equally well to reducible 
multiplets. Because of (73), the mass-splitting matrix 
(bM;j) transforms as 

({I} EEl {8})* ® ({l} EEl {8}) 

= {l} EEl {I}' EEl {8n } EEl {8 F } EEl {8"J EEl {8 y } EEl {1O} 

EEl {IO}* EEl {27}, (74) 

where {l} and {I}' are equivalent to each other. 
{8 n}, {8 F}, {8",} , and {8y } are all equivalent. If mass 
splitting should occur spontaneously, they would be 
proportional to either of the following matrices if 
isospin and hypercharge still are conserved: 

(a) !:l.M ,.....-1{8D }, 1= 0, Y = 0) 

"""'1/~20diag{-I, -1,2,2,2, -1, -1, -2,0}, 

(b) !:l.M,...,., 1{8F }, 1=0, Y = 0) 
,.....- t diag {-I, -1,0,0,0, I, 1,0, O}, 

(c) !:l.M """-1{27}, 1= 0, Y = 0) 

,....,~-lodiag{l, I, -i, -i, -i, 1, 1, -3,0}, 

(d) !:l.M'"" 1{8",}; 1=0, Y = 0) 

° i ° '"" 1/~2 ---~-r--O---------i-- , 

1 1 ° 
(e) !:l.M"" 1{8y }, 1= 0, Y = 0) 

° i ° 
r-.J l/l2 --~-i---o----------~i- , 

\ i ° 
(f) !:l.M'"" 1{1}, 1=0, Y = 0) 

r-.J 1/ ~8 diag {I, 1, I, I, I, I, I, I, O}, 

(g) !:l.M'"" I{I}', 1=0, Y = 0) 

'"" diag {O, 0, 0, 0, 0, 0, 0, 0, I}. 

For our particular mesonic system, the possibility 
of (b) can be ruled out because of charge conjugation 
invariance. This is because, if a mass splitting occurs 
in accordance with (b), then the K* and its anti­
particle K* will have mass shifts with opposite signs, 
resulting in m(K*) rf= m(K*), in contradiction with 
charge conjugation invariance or more generally with 
CPT invariance.12 

We shall make the assumption that the nonet is 
degenerate to start with. That is, we shall neglect mass 
splittings coming from (f) and (g). 
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We shall illustrate how spontaneous mixing sets in 
by considering the very simple case where symmetry 
breaking occurs in accordance with (d). Then, to find 
the mass of the physical states, it is necessary to 
diagonalize (d) by the orthogonal transformation: 

o 

1 + p 

o 

,._------------------------------

i 1../2 1/../2 
i -1/"/2 1/../2 

1 + p 
1 - 2P 

. (75) 

1 -- 2P 

That is, the physical states are, instead of I wB) and I w'), 

Ie/» = cos (j Iw8
) + sin (j Iw'), 

/w) = -sin (j IwB) + cos (j /~'), (76) 

where (j = 45°. Hence, the e/> and w mesons are equal 
mixtures of IwB) and Iw'). 

We shall see now what happens when we impose the 
general condition of octet enhancement. That is, we 
shall assume that there are no symmetry breakings 
except those which transform like a component of an 
octet. In other words, we shall assume that the mass­
splitting matrix is proportional to a general linear 
combination of the various "8-matrices" (a), (d), and 
(e) and that, in particular, mass splitting in accordance 
with (c), which transforms like a component of the 
27-plet, cannot occur. In that case, the mass matrix 
looks like 

0 

1 - 2P (77) 

0 

This matrix can be diagonalized into the form 

diag {I + p, 1 + fJ, 1 - 2P, 1 - 2fJ, 1 - 2fJ, 
1 + fJ, 1 + p, 1 + p + (fJ2 + y2 + ~2}r, 

1 + P - (P2 + y2 + ~2)t}, (78) 

with the transformation 

Ie/» = cos (j Iw8
) + sin (jeix Iw'), 

Iw) = _e-ix sin (j Iw8
) + cos (j Iw'), (79) 

If we define 

1 + P 
1 + p 

1 + 2p Y - i~ 

Y + i~ 1 

we have 

Ie/» = cos (j Iw8
) + sin (j Iw'), 

Iw) = -sin (j Iw8
) + cos (j Iw'). (82) 

If we had used Iw') instead of Iw') all along in our 
basis, we would have avoided the appearance of ~ in 
(77). Since we are free to do this, we shall assume that 
this proper choice of phase has been made and from 
now on we are going to look at (77), (78), and (80) 
with the understanding that ~ = O. 

Then we have, from (78), 

mK" = mg" = 1 + fJ, 
mp = 1 - 2P, 
m" = 1 + fJ + (P2 + y2)!, 
m", = 1 + fJ _ (P2 + y2)t. 

It follows easily from (88) that 

(83) 

m" + m", = 2mK"' (84) 

Iw') = eix Iw'), 
Iw) = eix Iw), 

This result is independent of the mixing angle and is 
(81) good to within 2 % ex.perimentally. From Eqs. (80) 
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and (83), we can establish the further relation 

4mK* - 3(cos2 Om", + sin2 0mw) - mp = O. (85) 

This result as an afterthought, is hardly surprising 
since it is e~actly the GMO formula, if one cons.iders 
cos2 Om", + sin2 Bmw to be the mass of the eIghth 
component of an octet, whose other components 
consist of the isotriplet p, the doublet K*, and its 
antiparticles K*. . 

Let us summarize our results here. Startmg from a 
nonet of vector mesons which we assume to possess 
(accidentally) degenerate mass, we find that mixi~g 
between the two I = 0 and Y = 0 mesons can, m 
principle, occur as a particular ~or~ of sp~ntaneous 
symmetry breaking. The mas~-spl~ttmg matnces corre­
sponding to such symmetry VIOlatIOns transform as the 
eighth component of an octet, th~s su~gesting that 
tJr-w mixing is just another mamfestatIOn of octet 
enhancement in symmetry breaking. Conversely, as­
suming octet enhancement in symmetry breaking in 
its most general form, we find that spontaneous sym­
metry breaking in the vector nonet can only occur 
in such a way as to satisfy Eqs. (84) and (85). 

We have no way, in this group-theoretical discus­
sion, of determining the mixing angle 0. To get some 
feeling about the kind of mixing angle that would 
emerge from (85), let us put 

(86) 

which is well satisfied experimentally. We get, after 
substituting this into (84) and (85), that 

cos2 0 = i '" 67 %. (87) 

In other words, the meson is a member of an octet 
67 % of the time and a singlet 33 % of the time. 

It is interesting to compare our results with those of 
other authors who "computed" mass formulas and 
mixing angles in more specific models. 

i. Triplet Models 

To be specific, we shall describe Zweig's model,u 
In this model, the vector mesons are considered as 
quark-antiquark bound states. More precisely, 

Ip+) = la2a1 ), Ik*+) = lera1 ), 

14» = -la3a3), Iw) = 1/y'2{/a1a1) + /a2a2)}. (88) 

Now, we know that the states 

Iw8
) = 1/y'6{la1ol> + la202) - 2Ia3aa)}, 

Iw/) = .,....1/.J3{la1a1) + la202) + ler03)} (89) 

transform as the eighth component of an octet and a 
unitary singlet, respectively, as can be checked by 
direct computation based on the assumed trans­
formation properties of lai

) and laJ). The last two 
states in (88) can be written as linear combinations of 
states in (89) as follows: 

14» = cos 0 Iw8
) + sin () Iw/), 

Iw) = -sin () Iw8) + cos () Iw/), (90) 

where 
cos 0 = .Ji, sin () = .J1. (91) 

Using formula (88), we can compute the masses of the 
nine vector mesons in terms of the masses of their 
constituent quarks. This gives the formula (86) and 

4mK * - 2m", - mw - mp = 0, (92) 

which can be recognized as a special case of (85) by 
setting cos () = .ji. It is important to emphasize 
that even in this specific model of dubious validity 
(e.g., the existence of quarks!), nothing more is really 
derived than in the general group theoretical discussion. 
As we have shown, octet enhancement is a conse­
quence of the "existence" of a unitary triplet. The 
accidental degeneracy of the nonet is implicit in the 
definition of all the nine vector mesons as the same 
kind of quark-antiquark states. The mixing angle is 
actually introduced already in the definition of 14» and 
/w) as shown in the last two equations of (88). It is 
only after all these assumptions have been made that 
Eqs. (86) and (92) follow. In other words, in the 
quark model, Eq. (92) follows from an assumption on 
the value of the mixing angle. This obviously is true 
also in the general group-theoretical discussion-one 
simply has to substitute cos () = .Ji into Eq. (85). By 
defining the mixing angle at the outset, the independ­
ence of (84) on the amount of mixing was not recog­
nized in the context of the quark model. 

ii. Okubo's Model 

Okubo13 wrote down an esthetically simple form 
for the mass term of a Lagrangian involving the vector 
nonet which treats the w' on the same footing as the 
other vector mesons (and, of course, assuming octet 
transformation property of the Lagrangian). He ob­
tained (84) and (85) with the same value for the mixing 
angle. In his model, the assumption about the mass 
term in the Lagrangian is of a very ad hoc nature and 
the mass formulas and mixing angle are immediate 
consequences of it. So we tend to go along with 
Gasiorowicz14 in believing that the " ... observation 
of Okubo must be viewed as a curiosity." 
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SakuraP5 has studied phenomenologically the con­
sequences of a mixing like that shown in (90) and 
found a connection between the masses of the physical 
vector nonet and the mixing angle. Although he has 
not written down the connection in a compact form, 
it actually can be summarized by Eq. (85). He sub­
stituted the experimental masses of the vector nonet 
and found that cos () = 60 %. Since he has concen­
trated on the mixing angle, he has not found (84). 

E. Bootstrapping of ,p-w Mixing and Mass 
Splittings in the Octet Pattern 

Consider the specific example of a bootstrap in­
volving the vector nonet and the pseudo scalar octet, 
where we can write down the equations 

9 8 

bm: = 2, Fii(jmj + 2,Haibma, (93) 
j~l a=l 

where the (jm: are the mass shifts of the vector nonet 
and (jma of the pseudo scalar octet. Since 

({I} EEl {8})* Q9 ({I} EEl {8}) = {I} EEl {I}' EEl {8D } 

EEl {8F } EEl {8Ol} EEl {8 11 } EEl {lO} EEl {IO}* EEl {27}, (94) 

{8}* Q9 {8} = {I} EEl {8D} EEl {8F } EEl {IO} 

EEl {lO}* EEl {27}, (95) 

the operators P and f1 can be written, according to the 
general theorem, as 

F= ;}1)P<1l + ;"(2)P<2) + ),W)ft(Dl 

+ ... + ;"W,Ol)ftw,x) + ),(Ol,D)P<Ol,Dl + ... , (96) 

f1 = p(l,llfI(1,l) + p(1"l)fI(l',l) + p(DlfI W ) 

+ ... + p("',DlfI(""Dl + .. '. (97) 

We are interested in terms like jJw,X), jJ(Ol.D) in (96) 
and II<Ol·Dl in (97). ft(D."" connects the mass splitting 
matrix of the vector no net that gives rise to 4>--w mixing 
to a mass splitting matrix that corresponds to mass 
shifts in accordance with the GMO formula. Thus, if 
)..w."') is nonzero, any cfo-w mixing that occurs is going 
to further enhance the "normal" mass splittings in the 
octet pattern. Similarly, if it(.,·Dl is nonzero, any 
"normal" mass splitting in the octet pattern will tend 
to give 4>--w mixing a further boost. In an analogous 
manner, terms like n(Ol·Dl in (97) connect mass 

splittings of the pseudo scalar octet in the octet pattern 
with cfo-w mixing in the vector nonet. Hence, we see 
that a bootstrapping between cfo-w mixing and the 
"normal" mass splittings in the octet pattern can, in 
principle, occur. Whether it really does occur depends, 
of course, on the values of the coefficients ),(D.Z), 

),(",.Dl, p,(",.Dl,'" , which in tum depend on the de­
tailed dynamics. Until we have some more informa­
tion about these coefficients, it seems more natural 
to consider cfo-w mixing in the vector mesons and 
the mass splitting according to GMO formula in the 
pseudo scalar octet, say, on the same footing-that 
either of these is the cause and consequence of the 
other. Dynamically, it may tum out to be more profit­
able to look for both of these effects in a bootstrap 
model instead of assuming that one is more funda­
mental than the other. We tend to believe, therefore, 
that any attempt to "derive" mass formulas from 4>--w 
mixing can, at best, be partly valid. 
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The Lie algebra defined by the currents in the Sugawara model is defined in a way that is natural from 
the point of view of Lie transformation theory and differential geometry. Previous remarks that the 
Sugawara model is associated with a field-theoretical dynamical system on a Lie group manifold are 
made more precise and presented in a differential geometric setting. 

1. INTRODUCTION 

This work is a sequel to that in Refs. I and 2, 
although we attempt to keep this material as independ­
ent as possible of this earlier work. 

In general, our aim is to study the "current algebras" 
that arise in quantum field theory from the point of 
view of contemporary Lie group theory and differen·· 
tial geometry. An immediate problem is that of 
identifying the "current algebras" as natural mathe­
matical objects, and showing how these objects 
appear independently of the quantum field theory 
context in which they first arose in physics. 

Now, one is accustomed in physics to seeing 
"currents" labeled as V:(x). Here f.t is a "space-time" 
index 0 ~ f.t ~ 3; a is an "internal symmetry" index 
I ~ a ~ n. Typically, the index a labels a basis of an 
internal symmetry Lie algebra G, such as the Lie 
algebra of SU(2), SU(3), or SU(3) x SU(3). Also, 
x = (Xi), 1 ~ i ~ 3, denotes a point of R3, i.e., 
Euclidean 3-space. 

In addition, the "currents" vg(x) are to satisfy 
"commutation relations." The simplest of those 
relations is the followings: 

[V~(x), vg(y)] = Cabc Vg(x)b(x - y), (1.1) 

where the Cabc are the structure constants of the Lie 
algebra G. In addition, the following relation seems 
natural4 : 

(V~(x), V~(y)] = CabcV~(X) + a~V~~(x, y). (1.2) 

In (1.2), the V:/ are "new" mathematical objects 
whose properties must be investigated further. In the 
Sugawara model,2.5.6 these objects are not, in fact, 
"new," but are given in the form 

V~~(x, y) = biihabb(x - y), (1.3) 

where hab is the constant matrix of a bilinear form on 
G. Now, consistency between (1.1) and (1.2) and the 
Jacobi identity requires that this form be invariant 
under the adjoint group of G. In case G is a compact, 
semisimple Lie algebra,7 it is known that the basis 

for G can be chosen so that hab takes the form 
hab = bab • It is this form that one finds in Sugawara's 
paper.5 Further, in this model the following relations 
hold: 

(V~(x), V~(y)] = O. (1.4) 

Now, relations (1.1)-(1.4) define a certain infinite­
dimensional Lie algebra. If one knew detailed mathe­
matical information about the representations of this 
algebra by operators on Hilbert spaces presumably 
one would be in a position to begin to study physical 
processes, using the model as a tool. (Of course, in 
essence, this is Gell-Mann's program for studying 
elementary particle physics from the "current algebra" 
point of view.) Unfortunately, nothing very substan­
tial is known from even a pure mathematics point of 
view about the representations of such Lie algebras. 
Our aim in this paper is the more modest one of 
describing a natural algebraic and geometric process 
for generating commutation relations of form (1.1) 
and (1.2). 

We now convert the commutation relations (1.1) 
and (1.2) as given in the physicist's way, into more 
proper mathematical objects that make definite 
algebraic sense. Let F be the set of real valued, 
infinitely differential functions f: x -+ f(x) of a real 
3-vector x. Since such functions can be added, 
multiplied, and multiplied by real scalars, F forms 
a commutative, associative algebra over the real 
numbers. 

For f E F, introduce the formal symbol 

V~(f) = J V~(x)f(x) dx, 

V~~(fl '/2) = I V~~(x, y)fl(x)f2(Y) dx dy. (1.5) 

Then, following the usual rules for calculations with 
Dirac b functions, relations (1.1)-(1.2) imply the rules 

(Vg(fl) , Vg(f2)] = CabC Vg(fd2), (1.6) 

(V~(fl)' V~(f2)] = cabcV~(fd2) - V~~(a;(fl)'/2)' (1.7) 

1825 
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We now attempt to realize these "abstract" com­
mutation relations by assigning to them linear opera­
tors in a vector space W. We suppose that W is an 
F-module, and look for representations of the V~(f) 
by means of linear transformations: W -+ W that are 
also F-linear. 

Let us try to realize the relations (1.6) in the form 

vg(f) = fDa + olf)Da., 

V~(f) = fEa., (1.8) 

where Da , Da., and Ea. are F-linear maps W -+ W. 
The following conditions on these operators are then 
necessary and sufficient that (1.6) be satisfied: 

[Da, Db] = cabcDc, 

[Da., D bi ] = 0, (1.9) 

[Da' Db,] = cabcDc•· 

Now, let us try to satisfy (1.7): 

[fl Da + °lfl)Daj,f2Ebi] 

= cabcfd2ECi - V~~[0;(fl),f2]' 

In order to satisfy this relation, we must then have 

[Da, Ebi ] = cabcEc" 

V~~(fl ,f2) = fd2[Dai , Ebi]· (1.10) 

We can now read off the condition (1.3), i.e., that the 
Schwinger term be a C number. Namely, [Daj, Eb,] 

commutes with Da , DaJ , and Eaj. It would perhaps 
be interesting to investigate the most general of these 
possible conditions. However, we do not attempt 
this here, but instead present a specific way of realizing 
these abstract relations, that is motivated-as ex­
plained in Sec. 4-by canonical, Lagrangian quantum 
field theory. 

2. CURRENTS DEFINED IN TERMS OF 
PROLONGATIONS OF VECTOR FIELDS 

We introduce the range of indices 1 :::;; at, p, Y :::;; m, 
together with the summation convention. Let cP = (cpa.) 
denote the coordinates of a manifold M of dimen­
sion m. (We try to keep the knowledge of manifold 
theory required for the sequel to a primitive level. 
See Refs. 7 and 8 for an explanation of that which 
is needed.) 

Suppose G is a Lie algebra of vector fields8•
9 on M. 

Thus, each X E G can be realized as a first-order 
linear differential operator M, 

(2.1) 

where the Aa. are functions of the cp's, and oa. = %cpa.' 
Introduce a "new" space of variables x, CPa., and 

CPa.i' denoted by M'. (In terms of the jargon,9 M' is to 

be identified with the space of I-jets of mappings: 
R3 -+ M.) Let F denote the ring of Coo real-valued 
functions/: x -+ j(x) , on R3. 

Associate with X of form (2.1), /E F, the vector 
field on M' 

V;(f) = fAa.oa. + (o,(f)Aa. + jop(Aa.)CPP,)0a.i' (2.2) 

[V:(f) may be identified with the "prolongation" of 
the vector field on X on R3 X M to the "I-jet" space 
M'. See Refs. 1,9, and 10.] 

Suppose that X and Yare the vector fields of form 
(2.1). Suppose that Z = [X, y], the Jacobi bracket 
of X and Y, i.e., Z is the commutator of the differential 
operators of form (2.1). Then, one proves readily that 

[V;(fl) , V[(f2)] = V~X'Y](fd2)' for fl,f2 E F. 

(2.3) 

This is the geometric apalog of the current-commu­
tator relation (1.1) or (1.6). 

In terms of the F-module language, let W be the 
space of the functions of the x, CPa., and CPa.i' Then, in 
terms of formula (1.8), 

Dx = Aa.oa. + op(Aa.)CPPiOa.i' 

(2.4) 

Let us now attempt to choose Eai as differential 
operators to satisfy (1.10). We do not attempt to 
investigate the most general sort of choice of Eai , but 
look for the E's as zeroth-order differential operators, 
of the form 

Ex,. = h!;CPa.i' (2.5) 

where the h~ are functions of cP alone. Thus, 

vf(f) =fh~cpa.i' (2.6) 

Then, condition (1.10) takes the form 

[Dx, Ey ,,] = (Aa.oa. + op(Aa.)CPp, oa..)(h~CPYi) 

= Aa.oihDcpY; + oP(Aa.)CPPih;; 
- E - h[X,y]m (27) - [X,Y].i - a.. Ta.i· . 

Now, if h(cp) is a function of cP alone, i.e., a function 
on the manifold M, and if X is a vector field on M of 
form (2.1), define-as in Ref. 8-the "Lie deriva­
tive" of h by X as 

X(h) = Aa.oa.(h). 
Similarly, if 

w = ha. dcpa. 

is a I-differential form on M, define its Lie derivative 
by Xas 

X(w) = X(ha.) dcpa. + ha. d(X(cpa.» 

= Apop(ha.) dcp,. + ha.op(Aa.) dcpp. (2.8) 



                                                                                                                                    

CURRENT ALGEBRAS, SUGAWARA MODEL, DIFFERENTIAL GEOMETRY 1827 

The geometric meaning of this Lie derivative opera­
tion is discussed in detail in Ref. 8. For example, w 
is invariant under the I-parameter transformation 
group on M generated by X if and only if X(w) = O. 

Note now that Eqs. (2.7) imply the relations 

X(h~) = -oP(Aa)h:; + h>f,YJ. (2.9) 

Equation (2.9) can be recast into a more interesting 
form. Introduce I-differential forms on M as follows: 

(2.10) 

With the "Lie derivative" of I-forms defined by (2.8), 
we see that Eqs. (2.9) are equivalent to 

X(wf) = w~X,YJ, for X and Y E G. (2.11) 

In turn, condition (2.8) can be interpreted as follows. 
Let Fl(M) denote the vector space of I-differential 
forms on M. The action of Lie derivative defines a 
representation of G by operators on £l(M). Then, 
for fixed i, the map Y ~ wr is a linear map of G ~ 
pt(M) that intertwines the action of G on both these 
spaces. 

This interpretation immediately enables us to 
construct such a system of currents. Indeed, suppose 
that B: V(M) x V(M) ~ F(M) is an F(M)-bilinear 
map, i.e., B is a covariant 2-tensor on M. Suppose 
also that B is invariant under the action of G, i.e., 

X(B(Y,Z» = B([X, Y],Z) + B(Y, [X,Z]), (2.12) 

for Y, Z E V(M) and X E G. [For example, if B 
defines a Riemannian metric8 on M, then (2.8) is the 
condition that X generate a I-parameter group of 
isometries on M, i.e., that X be a Killing vector field.] 
Then, one can define wT as 

wnX) = ciB(Y, X) (2.13) 

for all X E V(M), where Ci is a real scalar. 
As an example, one can choose M = G, where G 

is a compact, semisimple Lie group whose Lie 
algebra is G, and where G is identified8 with the Lie 
algebra of right-invariant vector fields on G itself. B 
may be defined as the bi-invariant Riemannian metric 
on G defined by the Killing form of G. It may be 
readily checked that this constructidn then specializes 
to the Lagrangian model of the Sugawara algebra 
given previously.208 

Let us now investigate further the necessary condi­
tions that must be satisfied to give a c-number 
Schwinger term. 

3. CONDITIONS THAT THE SCHWINGER 
TERM BE A c NUMBER 

We keep the notations of Sec. 2. The "Schwinger 
term" can be read off from (1.10) as 

V/f'Y(fl,f2) = fd2[D x .i , EY,i] 

=fd2Aah!:. 

The condition that the Schwinger term be independent 
of the ({J's (or that it be a "c number," in quantum 
mechanical language) is then that 

Aah!: = const, for X, Y E G. (3.1) 

In terms of the I-forms wT given by (2.10), Eq. (3.1) 
takes the form 

wTCx) = const, for X, Y E G, (3.2) 

where the left-hand side of (3.2) is the inner product 
between the differential form and vector field. (See 
Ref. 8 for this operation.) 

In addition to (3.2), let us suppose that G acts 
transitively on M; that is, the following condition is 
satisfied: If w is a I-form on M, such that w(X) = 0 
for all X E G, then w = O. 

Let us return to the investigation of condition (3.2). 
Then, for X, Y, and Z E G, 

dwf(X, Z) = X(wf(Z» - Z(wnX» - roT ([X, Z]) 

= -roT<[X, Z]), (3.3) 

where d is the exterior derivative operation.8 

In particular, suppose that Xa is a basis for G, with 

and let 

Then, (3.3) is equivalent to the conditions 

(3.4) 

(3.5) 

dw~ = CbcaW~ A w~ (no summation on i), (3.6) 

where A is the exterior product operation. 
The most general possible solution to these condi­

tions can now be read off from (3.6). Let G be a Lie 
group whose Lie algebra is G. Let roa denote the right­
invariant I-forms (the "Cartan-Maurer forms") on G, 
corresponding to the basis wa• They satisfy 

(3.7) 

By the Frobenius complete-integrability theorem,8 

there are then maps "Pi:M ~ G such that 

(3.8) 

where "Pi denotes the pull-back map or forms generated 
by "P •. The Sugawara model corresponds to the case 
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where M = G, and the V'i are the identity map. Thus, 
it is in some sense a "universal model" for current 
algebras of this type. 

4. CONNECTIONS WITH QUANTUM FIELD 
THEORY 

In Ref. 2 we point out that there is a connection 
between the formal operational rules of canonical 
Lagrangian field theory and the sort of algebraic­
differential geometric considerations presented in this 
paper. In this section, we present a few further brief 
remarks in this direction, a full discussion is presented 
in Ref. 9. 

Let us now use x to denote a 4-vector xI" an 
element of R4. Suppose that <J!,,(x) are a set of spin­
zero, boson 'quantum fields. Now, we consider a 
Lagrangian of the form 

L = igl'vh"P(<J!)0I'<J!"ov<J!p' (4.1) 

In (4.1), gl'v is the Lorentz metric tensor, while h"p(<J!) 
are, for the moment, any set of functions on Mn 
which depend symmetrically on IX and p. Let 

Lal' = gl'vhapov<J!p, 

L", = igl'vo,.(hPr)0I'<J!po"o/y , 

7r" = L"o = h"poo<J!p· 

(4.2) 

(4.3) 

We say that the field theory defined by L is canonical 
if Eqs. (4.3) can be inverted (at the classical level), 
expressing the time derivative oo<J!p on terms of the 7r". 

With the specific choice (4.1) of the Lagrangian, this 
amounts to requiring that the determinant of the 
matrix h"p be nonzero, i.e., that the symmetric quad­
ratic differential form 

(4.4) 

define a pseudo-Riemannian metricS for M. In fact, 
we also suppose that the form (4.4) is positive definite, 
so that it defines a Riemannian metric!! for M. Then, 
one would expect that the Riemannian geometry of M 
would play a role in the properties of the quantum 
fields constructed from L. (Of course, L is one of a type 
of what physicists can "phenomenological Lagran­
gians.") 

The equations of motion constructed from L can be 
written down using (4.2) and (4.3): 

oig)lvh"p( <J!(x»ov<J!p(x» 

= tg)lVo,,(hpy)(<J!(x»o)l<J!p(x)ov<J!ix). (4.5) 

It is interesting to note that at the classical level, Eqs. 
(4.5) define what Eels and Sampson callll harmonic 
maps R4 --I> M, where R4 has the Lorentz metric and 
M has the metric form (4.4). 

Let us now rewrite (4.5) as 

gpv[hapopo.<J!P + oy(haP)°I'<J!yOv<J!p] 

= 19l'vo,,(hpr)0I'<J!po.<J!y' (4.6) 

Notice that (4.6) enables us to determine the time 
derivatives 007TIJI' Thus, there are no formal "algebraic" 
contradictions involved in introducing the canonical, 
equal-time commutation relations 

[7TIl(X), <J!p(Y)]",o=yo=o = c5apc5(x - y), 

o = [7TaCX), 7rP(Y)lvo=!lo=o = [<J!,,(x), <J!p(Y)]"'O=1I0=O' 

(4.7) 

These commutation relations, together with the equa­
tion of motion (4.6), then determine the "quantized" 
field theory, at least in a formal algebraic way. For 
example, one could use power-series expansions for 
the haP about their "free-field" values, 

h"p( <J!) = h"fJ(O) + h"fJro/Y + h«fJY1' <J!y<J!y, + .. " (4.8) 

and follow the usual rules for quantizing products of 
functions as "operators." 

Now, suppose that X is a vector field on M given by 
formula (2.1). Let X (ds2) be the Lie derivative of the 
metric form (4.2) by this vector field. S Suppose it is of 
the form 

(4.9) 

Let LX be the Lagrangian defined analogously to (4.1) 
from the form 

(4.10) 

Construct the "vector current" associated with X, by 
the usual formula 

(4.11) 

Then, at the classical level, "Noether's theorem" 
specializes to the formula 

ol'V; = LX. (4.12) 

This relation may also be expected to hold at a quantum 
level, if things are done right. In particular, the current 
is "conserved," i.e., the left-hand side of (4.12) is zero, 
if LX = 0, which translates geometrically via (4.9) 
into the condition that X be a Killing vector field, i.e., 
that the i-parameter group of transformations on M 
generated by X leave invariant the metric determined 
by ds2• If, more generally, one wants (as in PCAC type 
theories) the left-hand side of (4.12) to be a "new" 
field transforming in a certain way, one would require 
that the metric form (4.5) be one of a family of metrics 
on M transforming under the transformation group 
G whose Lie algebra contains X. In turn, if G acts 
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transitively on M, the possibilities for such families 
can be read off from the vector-bundle version of the 
Frobenius reciprocity theorem. 7 

One can now use (4.11) to convert the currents V; 
into elements of the Lie algebra generated by the fields 
!Pa(x), 7Ta(X) their derivatives, and "functions" of the 
fields defined by formal power series of type (4.8). In 
particular, one can purely algebraically compute com­
mutation relations of the form 

[V;(X), V;(Y)]"'o=uo = O. 

In this way, one can calculate, at a purely algebraic 
level, commutation relations of the type (1.1), (1.2), or 
(1.4). In turn, the usual rules for quantizing objects 
like !pix), h«({Ja(x», and Oi({Ja(X) suggest the particular 
types of "representations" of the "integrated" currents 
V; (f) used in previous sections. Of course, the point 
is that, once having written down, or guessed,' 
"abstract" commutation relations for the currents, 
one can forget the quantum field theory background, 
and work in a well-defined mathematical way. Further 
work on this purely algebraic direction can be found 
in Refs. 9 and 12. 

Finally, we may note that putting these remarks 
together determines the choice of metric form (4.5) 
which leads to the Sugawara-type of commutation 
relations for the currents. Namely, Mis G itself, and 
the metric form (4.5) is the unique metric invariant 
under right and left translations. From the mathemati­
cal point of view, this is the most interesting property 
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yet investigated of the current commutation relations, 
since it seems to say (if indeed the current commuta­
tion relations are at all basic in physics) that the geom­
etry of the Lie group manifold itself [corresponding 
to a given symmetry group of the elementary particles, 
e.g., G = SU(2), SU(2) X SU(2), and SU(3) or 
SU(3) x SU(3)] plays a fundamental role in the physics 
of elementary particles. It would also be interesting to 
investigate analogous relations, starting off with fields 
({Ja(x) of higher spin and/or different statistics, e.g., 
fermions. 
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An integral equation which has a two-part kernel, where one part contains a <5 function, is analyzed 
with respect to its analytic structure in the A plane and with respect to numerical approximations to it. 
The analytic structure of the approximate solution is also investigated. It is found that there is no 
difficulty in approximating the Dirac <5 function by a Kronecker <5; even though the approximate kernel 
does not approach the true kernel, the solution corresponding to the approximate kernel does approach 
the true solution. In keeping with the fact that the kernel does not meet the Fredholm conditions, we 
find that the solution has branch cuts in the A plane. A form for the solution analogous to Fredholm's 
solution which emphasizes the analytic structure (i.e., a branch cut) is obtained. 

I. INTRODUCTION 
A few years ago, it became feasible to study the 

quantum 3-body problem with separable potentials 
by using Faddeev theory for reduction of the problem 
to a I-dimensional integral equation with a Fredholm 
kernel. It has been the impression of many workers 

and observers of the field that the fundamental 
contribution of the Faddeev equations was to yield an 
integral equation which had a Fredholm (i.e., com­
pletely continuous) kernel and that the solution of 
integral equations with kernels not enjoying this 
property is practically impossible. 
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I. INTRODUCTION 
A few years ago, it became feasible to study the 

quantum 3-body problem with separable potentials 
by using Faddeev theory for reduction of the problem 
to a I-dimensional integral equation with a Fredholm 
kernel. It has been the impression of many workers 

and observers of the field that the fundamental 
contribution of the Faddeev equations was to yield an 
integral equation which had a Fredholm (i.e., com­
pletely continuous) kernel and that the solution of 
integral equations with kernels not enjoying this 
property is practically impossible. 
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For example, Weinberg, while discussing integral 
equations with 15 functions in the kernel, has stated,! 
"The solution of such linear integral equations is 
known to be straightforward if (and really only if) the 
kernel ... is of the 'completely continuous' type." 
And Lovelace has stated,2 "Now all numerical 
methods for solving integral equations depend on 
reducing them to matrix equations. This means that 
the kernel is replaced by an operator of finite rank .... 
Thus, unless the kernel of an integral equation is a 
compact operator it cannot be approximated by a 
matrix equation and there is therefore little hope of 
solving it numerically." The implication of these 
authors' statements seems to be that an integral 
equation which involves a 15 function in the kernel 
cannot be solved by matrix methods (at least as it 
stands, i.e., without some algebraic manipulation 
beforehand). We wish to show that 15 functions in the 
kernel do not prevent the direct solution of the equa­
tion by matrix methods even though the kernel is not 
Fredholm. 

Before proceeding, we wish to distinguish two 
types of problems which appear in the reduction of 
the Lippman-Schwinger integral equation to a form 
which can be shown to be of the Fredholm type. The 
Lippmann-Schwinger equation for three bodies with 
separable 2-body potentials can be put in a form 

rp(x) = f(x) + A f[K(X, y) + k(x)b(x - y)]rp(y) dy, 

(1) 

where x and yare real variables, k(x) is a finite 
continuous complex function of the real variable x, 
and K(x, y) and f(x) are complex functions of the 
real variables x, y. A is a complex parameter which 
we have introduced to correspond to Fredholm's 
theory. The kernel here is made up of two parts. The 
second part is one which corresponds to disconnected 
diagrams in perturbation theory and for this reason 
contains the 15 function. This 15 function has been called 
a "dangerous 15 function" by Weinberg. The problem 
of how this 15 function can be handled is what we are 
concerned with in this paper. The second problem, 
which should not be confused with this one, concerns 
the first part of the kernel in Eq. (1). This part comes 
from the completely connected 3-body diagrams in 
perturbation theory. It can have singularities when 
the momenta (which are related to the variables x 
and y) correspond to values for which classical 
3-body collisions can take place.3 The latter singu­
larities have been studied by Faddeev, 4 who has shown 
that an equation with this kind of singularity (but 
without the 15-function singularity) has the Fredholm 
solution. Furthermore, these singularities do not 

appear if the energy of the 3-body system is negative 
so that no classical scattering can take place. We ignore 
this singularity and assume K(x, y) to be finite and 
continuous5 on the range of the real variables x and y. 

It is generally stated that the reason no matrix 
approximation to Eq. (1) will work is that, if the kernel 
K is not completely continuous, no finite approxima­
tion to it, KN exists such that lim 11K - KNII -->- 0, 
as N -->- 00. We show in Sec. III that, although this is 
true, there does exist a sequence of kernels KN such 
that their solutions rpN approach rp, as N -->- 00. In 
Sec. II we show, by means of a technique almost 
identical to that used to rid the Faddeev equations of 
the "dangerous" 15 functions, that Eq. (1) has solu­
tions for all A except for (a) I/A on a continuous line 
in the complex plane and (b) poles in the A plane 
which are analogous to zeros of the Fredholm 
denominator. In the 3-body problem, the continuous 
line of singularities (a) corresponds to scattering 
states with two bodies bound and the poles (b) corre­
spond to 3-body bound states. 

II. SOLUTION OF EQUATION 

If we carry out the integration over the 15 function 
in Eq. (1), we have 

rp(x)[l - Ak(x)] = f(x) + A f K(x, y)rp(y) dy. (2) 

We would like to divide Eq. (2) by the quantity 
1 - Ak(x) in order to obtain a Fredholm equation 
of the second kind. We can do this division with no 
difficulty provided 1 - Ak(x) ¢ 0, for all x on the 
interval [a, b]. Now, k(x), being continuous, maps 
the interval [a, b] on the real axis into a line L in the 
complex plane. If I/A is not on L, then [1 - Ak(x)] ¢ 
0. Hereafter, we take A such that I/A is not on L. Then 

..I..(x) - f(x) ALb 1 K(x )..I..() d 
't' - 1 _ Ak(x) + a 1 _ Ak(x) , Y 't' Y y. 

(3) 

This is just the equation used to obtain numerical 
solutions in Faddeev theory. The integral Eq. (3) is· 
of the Fredholm type, since K(x, y) is continuous and 
finite and since 1/[1 - AJc(x)] is also continuous and 
finite. We will introduce a parameter A, which may be 
set equal to A later, and rewrite Eq. (3) as 

rp(x) = F(x; A) + A fK(X, y; A)rp(y) dy, (4) 

where 

F(x .A.) = f(x) 
, 1 - .A.k(x) , 

1 
K(x, y;.A.) = K(x, y), 

1 - .A.k(x) 
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and where A is a parameter of the problem, and A 
becomes the usual Fredholm parameter. 

This step (i.e., using the correct A) is crucial since 
it allows the solution to be merom orphic in the A 
plane, because A multiplies only a completely con­
tinuous part of the kernel. It seems to be somewhat 
common mathematical practice to always introduce A 
in such a way that it multiplies only the completely 
continuous part of a singular kernel in order to obtain 
simple behavior in the A plane.s 

The solution of Eq. (4) is unique and is 

cp(x) = F(x, A) + f C(~~~ i.)A) F(y; A) dy, (5) 

where C and D are given by Fredholm theory.' It is 
Fredholm's result that C(x,y; A; A) and D(A; A) are 
entire functions of A for every value of A, I/A not on 
L. Furthermore, each term in the expansions for C 
and D is analytic in A except for I/A on L. Therefore, 
the solution of Eq. (1) is 

cp(x) = F(x, A) + f C(~~~ ~~ A) F(y; A) dy, (6) 

where C(X,y;A;A) and D(A,J.) and F(x,J.) are 
analytic in A except for I/A on L. Thus, cp(x, A) is 
analytic in A for II A not on L except for isolated poles 
where D(A, A) = O. Therefore, in distinction to the 
situation existing for kernels obeying the Fredholm 
conditions, we have a branch cut as well as poles in the 
J. plane. 

III. MATRIX SOLUTION 

Consider the linear equation problem 

CPN(Xi) = I(xi ) + Ai (K(Xi , Xi) + k(Xi) c5
ii) CP~Xi)D.., 

;=1 D.. 
(6) 

where XJ = a + jD.., and where D.. = (b - a)/N. 
Thus, for I/A not on L we have [1 - Ak(xj)] :;t. O. 
Here, D.. = (b - a)/N. Thus, Eq. (6) is a direct 
numerical treatment of the integral Eq. (1). We show 
in this section that the solutions of Eq. (6) in the 
limit of large N approach the solutions of Eq. (1). 

The solution of Eq. (6) is given by 

But this equation clearly approaches Eq. (3) as 
N ~ 00. In fact, the kernel of Eq. (8) approaches the 
kernel of Eq. (3) as N ~ 00. Thus, CPN(X i ) approaches 
cp(x) as N ~ 00. But, CPN(Xi ) is given perfectly 
adequately by Eq. (7) for any finite N. Thus, while 
the kernel of Eq. (6) does not approach the kernel of 
Eq. (1) as N approaches infinity, the solution of Eq. 
(6) does approach the solution of Eq. (1), since it is 
the same as the solution of Eq. (3) provided the 
conditions on A are met. 

IV. ANALYTIC PROPERTIES OF THE 
APPROXIMATE SOLUTION 

It is interesting to examine the analytic properties 
in A of the solution of Eq. (6) for finite N. 

In order to proceed, we assume that there exists an 
M such that for all x, y, and z 

max {I K(~(:~ = ~~; x) I, IK(x, Y)I} < M. 

This bounds K(x, y) on the one hand and, if the 
slope (in x) of K(z, x) does not go to zero anywhere, 
it also places a lower bound on the slope of k(x). At 
points where the slope of K(z, x) is zero, the condition 
on k(x) is weaker, however. The kernels in the 3-body 
equations and the kernel in the worked example in the 
Appendix satisfy this condition. We expand Eq. (6) 
in a manner similar to that used in Fredholm theory. 
Thus, if we solve Eq. (6) as a set oflinear equations, 
we have Eq. (7). The inverse of (MN)ii is 

(M"il)'i = CHI D, 

whereCiJ = (-I)i+; [minor of the (j,i)th element 
of M N] and where D = det (MN)' We may write the 
determinant D as an expansion in powers of D.., and 
we obtain 

D = IT (1 - Aki ) + D.. I ( II (1 - Aki») ( -A)Kji 
i i (i""i) 

+ D..
2 

I ( IT (1 - Ak;») ( _A)2 
2! j.k '(""i.k) 

X 1 Kij Kjk 1 + ... , 
Kki Kkk 

where 
(MN)i; = bij[1 - J.k(xi )] - J.D..K(xi , Xi)' 

(7) where we have used the notation k, for k(x,) and KIj 
for K(x i , Xi)' We may factor out the product of the 
diagonal elements of the determinant and obtain 

In the same way that Eq. (1) was converted into 
Eq. (3), we may convert Eq. (6) into 

1 
CPN(X,) = 1 _ Ak(Xi) I(x.) 

N 1 
+ A I K(x" Xi)CPN(Xi)' (8) 

. J=l 1 - Ak(xi ) 
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Then, we may use partial fractions on each of the 
factors 1/[(1 - )'k j ) ••• (1 - )'kn)] so that 

D~ (r.r(1-1k'))(1-t.f1~k/')' (9) 

where 

Fj=Kjj-LlI 1 /K jj Kjk/+"'+(_l)nLln 
k k j - kk Kkj Kkk n! 

X I 1 
ii'" jn (k. - k· )(k. - k· ) ... (k. - k· ) 3 .11 3 32 3 In 

K jj Kjil Kjjn 

K jd Kilil Killn 

X + .... (10) 

Kj"j Kjnil Kinin 

To investigate the convergence of this series for Fi , 

we may subtract the first column from each of the 
succeeding columns in the determinant in the nth 
term. Then we may write the part of the nth term 
under the summation sign as 

Kjit - Kij 

k j - kil 

Kitit - Kiti 

k j - kil 

but each element of this determinant is assumed to be 
bounded by M and, therefore,7 we find that the nth 

term is bounded by Mnn!n(b - a)n-l/(n - I)!. There­
fore, the series is convergent. 

Thus, there exists some analytic function F(x) such 
that for all E there exists an integer M such that for 
all N greater than M and for all j, 1 :::;; j :::;; N, we have 
IF(xi) - Fjl < E. 

Thus, for some N the summation term in Eq. (9) 
may be considered 

1 
g( I/)') = Ll '" F(x.) (11) t (1/),) - k(Xj) 1 , 

where F(x) is an analytic function of x. 
But in any neighborhood (in the 1/), plane) of the 

line 1/), on L we may find an M large enough so that 
for all N > M the expression (11) is equal to any 
value whatever inside that neighborhood. In particular, 
it is equal to 1 somewhere in that neighborhood so 
that the zeros of D must be distributed along the line 
1/), on L. It is easily shown by considering the integral 

_1_ r g'(z) dz 
27Ti Jc 1 - g(z) 

on a contour c completely enclosing the branch cut 
that the number of zeros on L can differ from the 
number of poles on L only by a finite number. Thus, 
we expect the solution of Eq. (6) to have poles in the 
main along the line 1/), on L with other isolated poles 
possible. 

V. THE CONTINUOUS LIMIT 

If the numerator function Cij is treated in a way 
similar to the way we treated the denominator func­
tion and if the continuous limit is taken, then the 
solution to Eq. (1) may be written 

cp(X) =J C(x, y; ),) f( ) d + f(x) 1 
D(),) Y Y 1 - )'k(x) , 

(11') 

where 

ex'), = ), K x - F x . z dz 1 1 ( lb 1 ) 
( ,y,) 1 - )'k(x) 1 - )'k(y) ( ,y) a (1/),) - k(z) (, y,) , (12) 

D(),) = 1 -lb 1 F(z) dz, 
a (1/),) - k(z) 

(13) 

and where the "spectral functions" F(z) and F(x, y; z) are 

F(z) = K(z, z) -lb 1 I K(x, x) K(x, z) I dx 
a k(z) - k(x) K(z, x) K(z, z) 

K(z, z) K(z, Xl) 

+ ... + --=-- dx1 '" dXn II --"'---(l)
ni b i b 

( 1) 
n ! a a i k( z) - k( Xi) 

K(XI' Z) K(XI' Xl) 

+ .. " (14) 

K(xn' Z) 
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and 
K(x, y) K(x, z) 

K(z, z) F(x yo z) = / K(x, y) K(x, z) /-lb dXI K(z, y) 
" K(z, y) K(z, z) a k(z) - k(xl) 

K(xl , y) K(x1 , Z) 

K(x, Xl) 

K(z, Xl) 

K(x l , Xl) 

+ ... + (_l)n.l (bdxl '" (bdXn(rr 1 ) 
n! Ja Ja i k(z) - k(x;) 

K(x, y) K(x, z) K(x, Xl) 

K(z, y) K(z, Z) K(z, Xl) 

K(xl , y) K(XI, Z) K(xl , Xl) + .... (15) x 

Interestingly, the only appearance of ). is in Eqs. (11), 
(12), and (13) with no appearance of ). in the series 
expressions for F(z) and F(x,y; z). 

VI. CONCLUSION 

Thus, we expect that a direct matrix approach to 
the Lippman-Schwinger equation should prove quite 
satisfactory in the region below the threshold for 
scattering with two bodies bound so that). is not on 
the branch cut. Such a calculation has actually been 
reported by Borysowicz and Dabrowski.s It was a 
calculation of the bound state of the 3-nucleon 
system for which quite reasonable results were ob­
tained. The calculation was actually carried9 into the 
region of the n-d cut and evidence was found of 
the zeros of the denominator function mentioned in 
Sec. 4. In retrospect, it is not surprising that the 
solution of Eq. (1) has branch cuts in the ). plane 
since the kernel of Eq. (1) is not Fredholm, as the 
main Fredholm result implies that the solution has 
only isolated poles in ).. It is also not surprising that 
the numerical approach to a branch cut be via a row 
of poles having residues inversely proportional to the 
density of poles on the line. It is also true that on the 
line of singularities itself the numerical solution does 
not approach the solution of Eq. (1), since for all N 
there is a row of poles in the). plane along the branch 
line of the solution (1), but on the other hand the 
solution of Eq. (1) is not defined at all on such a line. 

The question finally arises as to how any numerical 
method can give the solution of the integral equation 
along the branch cut in the). plane. This can be done 
by letting the numerical procedure depend on ).. 
Numerical procedures can be found so that for any 
N the solution is analytic in ). along the branch cut 
and for any ). on the branch cut CPN().) ~ cP+().) as 

N ~ 00, where the superscript plus sign indicates the 
value of cp()') on a particular side of the branch cut. 
In that case, however, it does not seem convenient to 
start with Eq. (1), but with a form derived from Eq. 
(3). That is, we define 

cp(x) = [1 - )'k(x)tl 1p(x); 

Eq. (3) then becomes 

1p(x) = f(x) + ). (b K(x, y) 1 1p(y) dy. (16) 
Ja 1 - )'k(y) 

Thus, the singularity in the integrand at y = solution 
of 1 - )'k(y) = 0 is made manifest, and the numerical 
evaluation of the integral can be accomplished by 
taking a principal value plus i1To for the denominator. 
As noted, the numerical procedure for such an 
integration must depend on the location of the 
singularity, and thus on ).. This is a practical procedure 
used by several workers in the solution of Fadeev's 
equations. 10 

Some workersll have used a rotation of momentum 
axis in the Fadeev equations in order to avoid 
singularities in the integrands. This method has the 
advantage that a fixed set of points in the integration 
procedure may be used. In this case, of course, it 
does not matter whether one starts from Eq. (1) or 
Eq. (16), since they are algebraically equivalent. 

APPENDIX 

Consider the homogeneous equation 

Ecp(k) = j{ cp(k) + AV(k)fV(k')CP(k') dk' 3 • 

2m (21T) 

This is just the Schrodinger equation for a separable 
potential in momentum space. If v is spherically 
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symmetric so that only s waves occur, we have 

rfo(k) =!. roo (.1£ b(k _ k') 
E Jo 2m 

+ AV(k)v(k') k':) rfo(k') dk'. (AI) 
217 

This equation is just a homogeneous form of Eq. (1), 
where l/E corresponds to A.. To find the eigenvalues of 
this equation, we may write D(E) and find its zeros. 
We use the forms given in Eqs. (13) and (14) to evalu­
ate D(E). We treat the special case v(k) = 1 for 
k ~ ka and v(k) = 0 for k > ka. First, we consider 
the continuous limit, then the case of a discrete 
approximation. F(z) in Eq. (14) becomes 

F(z) = Az2/2172, 

so that D becomes 

D(E) = I _ (ks A Z2 dz . 
Jo 2172 E - z2/2m 

Introducing the dimensionless variables I( = z/ka and 
y2 = 2mE/k!, we have 

D(E) = I _ Amka (1 1(2 dl( 
172 Jo y2 _ 1(2 

= 1+ A:2

ka[1 + iyln C ~ ~)l (A2) 

The "physical cut" in E, which arises here from the 
non-Fredholm character of our equations, is the 
branch cut of the logarithm. 

In the discrete case F(z) becomes AzU2172, where 
Zi = ka(j - i)/N, so that D(E) becomes 

N A Z2 
D(E) = I - A ~ - i (A3) 

;=1 2172 E - z~/2m 

Carrying out the summation, we obtain 

D(E) = I + (Amka/172) 

.x {I + ~ [V'(-i - yN + N) 

- V'( -i - yN - N)]}, (A4) 

where V'(x) is the logarithmic derivative of the factorial 
function. Here the branch cut of Eq. (A2) is replaced 

, by a line of poles. 
The values of E chosen by E = z~/2m are similar to 

the unperturbed levels in a periodic or box normaliza­
tion of finite size, while the zeros of D(E) in Eq. (A4) 
are similar to the perturbed values of such energy 
levels. 

It is easily shown that D(E) as given by Eq. (A4) 
approaches D(E) as given by Eq. (A2) in the limit 
N ~ 00, for any A. not on the physical cut. 

To go further, this problem can be solved for the 
case of the inhomogeneous integral equation but most 
of the features of analyticity are contained in D(E). 
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An interpretation is proposed for the intriguing symmetry of the Clebsch-Gordan coefficients dis­
covered in 1958 by Regge. The interpretation is based on the observation that, in the reduction of the 
Kronecker product of two irreducible representations of an SU(2) group, there appears in a natural way 
another SU(2) group, which is almost independent of the original one. The Regge symmetry is interpreted 
as the symmetry under the interchange of these two SU(2) groups. In more picturesque language, the 
Regge symmetry is the symmetry under the interchange of the "two-ness" of the two angular momenta 
being added with the "two-ness" of SU(2). It follows from this interpretation that a symmetry of the 
same nature is present in the generalized Clebsch-Gordan coefficient that appears in the reduction of the 
Kronecker product of n (and not two, except when n = 2) irreducible representations of SU(n). 

INTRODUCTION 

In the study of the quantum theory of angular 
momentum, a central role is played by the Clebsch­
Gordan (CG) coefficient or 31 symbol. The concept of 
this coefficient was introduced1 nearly half a century 
ago, and its properties were studied and described in 
great detail in the years immediately following. In 
particular, it was thought that its symmetries were well 
understood and it came as quite a surprise when, as 
late as 1958, Regge2 demonstrated the existence of a 
new, and rather bizarre, symmetry of the CG co­
efficient. 

Whereas the previously known symmetries had a 
natural physical or geometrical interpretation, the 
symmetry discovered by Regge appeared not to have 
any such explanation. To quote from Regge's original 
paper: "Thus far we cannot justify these symmetries 
using simple physical arguments." 2 This unexplained 
symmetry has led Bargmann3 to conjecture that the 
rotation group has special properties not shared by 
other groups. We are referring here to the Racah­
Wigner calculus of the group and the fact that many 
properties of the appropriately generalized 31 sym­
bols, 61 symbols, etc., are common to many groups. 
At the same time, however, Shelepin and Karasey4 
constructed a Racah-Wigner calculus for SU(n) 
group by considering the so-called (n + 1) x (n + I) 
symbol, which is a direct generalization of the 3 x 3 
symbol introduced by Regge. As will be seen from the 
interpretation of the Regge symmetry we propose, 
the contradiction between Bargmann's conjecture and 
the work of Shelepin and Karasev is only apparent. 

Shelepin and Karasev contributed to the theory of 
the Racah-Wigner calculus. On a more practical side 
one should mention the work of Shimpuku,5 who 
looked into the simplifications, due to the Regge 

symmetry, in numerical computations of 31 symbols. 
The magic square feature of the Regge 3 x 3 symbol 
was exploited by Giovannini and Smith6 in their study 
of the 31 symbol. 

It is natural to expect that the Regge symmetry for 
the 31 symbol should have implications for the 61 
symbol, 91 symbol, etc. It was shown by Regge7 and 
by Jahn and HowellS that the 61 symbol, or Racah 
coefficient, indeed possesses additional symmetries. 

Although we do not claim to have quoted here 
every contribution to the subject of Regge symmetry, 
we believe that our list of references is representative. 
None of these contributions offer an explanation for 
the Regge symmetry. In a paper by Ponzano and 
Regge,9 published as recently as 1968, we find the 
following statement: "The geometrical and physical 
content of these symmetries is still to be understood 
and they remain a puzzling feature of the theory of 
angular momenta." 

After stating the symmetries of the SU(2} CG 
coefficient in Sec. 1, we show in Sec. 2 the existence of 
another SU(2) group by employing the calculus of 
boson operators.10 The importance of this other group 
for the Racah-Wigner calculus of SU(n) has been 
emphasized by Biedenharn and coworkers.ll We next 
demonstrate that the exchange of quantum numbers 
involved in the Regge symmetry corresponds to the 
exchange of these two SU(2) groups. Even though this 
completes our explanation of the Regge symmetry, 
we give another version in Sec. 3 to make the meaning 
clearer. In this version, we introduce a new generating 
function for the CG coefficients and give a new proof 
of the Regge symmetries. As a final insight into the 
problem, we discuss in Sec. 4 the relation between 
CG coefficients and the representation functions iMo­
far as it is relevant to the Regge symmetries. We 

1835 
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present here an expressionI2 for the CG coefficient 
which makes manifest the fact that the CG coefficient 
is the quantized analog of the representation func­
tion.13 

In the Conclusion, we make remarks about ex­
tension to SU(n) and explain in what sense the SU(2) 
group both is and is not different from SU(n) groups, 
n ;of 2, as far as Regge symmetries are concerned. 

1. SYMMETRIES OF THE CG COEFFICIENTS 

The physical meaning of the CG coefficient is made 
immediately apparent in the bra and ket notation of 
Dirac. Thus, 

(1) 

is the probability amplitude that, in the addition of 
the angular momentum whose square and z compo­
nent are ji (A + 1) and mi to the angular momentum 
j2(h + 1) and m2, one obtains the angular momentum 
j(j + 1) and m. It is clear from this definition that the 
CG coefficient should be invariant, except possibly for 
a phase, under the interchange of the subscripts one 
and two. Less trivial is the remark that the CG 
coefficient has symmetries under the permutation of 
all three angular momenta J I , J 2, and J. To make 
this symmetry apparent, the six numbers appearing in 
Eq. (1) are arranged in a two-rowed array called the 
3-j symbol: 

The 3-j symbol is invariant, up to a phase, under a 
permutation of its columns. The origin of this invari­
ance is the fact that the addition of two angular 
momenta, J I + J 2 = J, can be viewed as the addition 
of three angular momenta J I + J 2 + J a = 0, because 
the negative of an angular momentum operator is, in 
a certain sense, also an angular momentum operator.H 

Therefore, it also follows that"the 3-j symbol is in­
variant, up to a phase under the replacement 

corresponding to the reversal of all three angular 
momenta. 

Thus, we have as the symmetry group of the 3-j 
symbol the 3! permutations and the reversal of the 
three angular momenta-a symmetry group of 12 
elements. These symmetries will be referred to as 
classical symmetries; their physical origin is clear. 

Now, in fact, the symmetry group of the 3-j symbol 
consists of 72 elements. These can be generated by 
combining the classical symmetries with the Regge 
symmetries. To make all these symmetries apparent 
in the notation, one replaces the 3-j symbol by an 
array of nine numbers, the so-called Regge symbol or 
3 x 3 symbol: 

ji + j2 - ja A -j2 + ja -ji + j2 + ja 
= ja - m3 j2 - m2 ji - mi (3) 

ja + ma j2 + m2 h +ml 

The 72 = 3! x 3! x 2 elements are the permuta­
tion of columns, the permutation of rows and 
transposition of the 3 x 3 symbol. Clearly, all these 
elements can be generated from the following funda­
mental ones: (a) permutation of the columns, (b) 
permutation of the 2nd and 3rd rows, (c) transposi­
tion. The (a) and (b) symmetries are seen to be the 
classical symmetries; (c) is a Regge symmetry. Other 
Regge symmetries result from combining (c) with (a) 
and/or (b). In the following, we concentrate on the 
transposition symmetry (c) and refer to it as the Regge 
symmetry; clearly, it is sufficient to find an explanation 
for it. 

It is our thesis that the Regge symmetry reflects the 
fact that we are dealing with the reduction of the Kro­
necker product of two irreducible representations of 
SU(2). Therefore, the notation that treats all three 
angular momenta symmetrically is not a help but a 
hindrance. Therefore, we set ja = j and use the fact 
that ma = - mi - m2 to write the Regge symbol as 

j + mi + m2 j2 - m2 
j - mi - m2 j2 + m2 

(4) 

Thus, the transposition is equivalent to the inter­
change mi + m2 ~ ji - j2' while mi - m2, ji + j2, 
and j are left unchanged. 

2. THE "OTHER" SU(2) GROUP 

We start by constructing angular momentum 
operators, using the boson calculus realization of the 
angular momentum algebra. Let a, b, c, and d be four 
independent (commuting) boson annihilation oper­
ators 

[a, ti] = [b, h] = [c, c] = [d, d] = 1, (5) 

all other commutators being zero. 
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Let 
LiI ) = !( iib + ha), 

It is easily seen in this notation that 

L = VI) + V2) = ii>t"P4<l> (14) 
L(l) 1'( -b h) 2 = -2 1 a - a, (6) and 
L~I) = t(iia - hb), 

or 
VI) = f>tat/J, 

where t/J is the I-column matrix (g) and the a are the 
Pauli 2 X 2 matrices. Then, the three objects Lit), 
L~t), L~l) are isomorphic to the Cartesian components 
of an angular momentum, and we say that they 
generate a group called SU(2). 

We may construct another set, completely inde­
pendent, by using the c and d operators 

V2) = Hax, (7) 

where X is the I-column matrix (~). Since VI) and 
V2) commute, they generate together the group 
SU(2) X SU(2). 

Now, aside from the above, we may construct 
another, isomorphic, set 

U(1) = na ~, U(2) = iita1] , (8) 

where ~ = (~), 1] = (~). U(1) and U<2) also generate an 
SU(2) X SU(2) group. In fact, several other sets, such 
as the U(l) and U(2) sets, can be obtained from the 
VI) and V2) set by permutation of the boson operators 
a, b, c, and d. This is a manifestation of the fact that 
the appropriate framework for the discussion of the 
reduction of the Kronecker product of two irreducible 
representations of the SU(2) group is the SU(4) group. 
This group has several SU(2) x SU(2) subgroups, 
examples of which are the group generated by Vl) and 
V2) and the group generated by U(1) and U<2). Al­
though all these groups are mathematically identical, 
we can, of course, assign different physical meanings 
to them. 

To emphasize the SU(4) framework, it is convenient 
to use 4 x 4 matrices. We may write 

VI) = ii>t .. t(P4 + Pa)<l> , (9) 

V2) = ii>t .. t(P4 - Pa)<l>, (10) 
U(1) = ii>t(T4 + Ta)!p<l>, (11) 

U(2) = ii>t(T4 - Ta)!p<l>, (12) 

where Ta and Pp are 2 x 2 matrices whose direct 
product spans the space of 4 x 4 matrices TaPp, 
at, fJ = 1,2,3,4, Ta = (", T4), Pp = (p, P4), with .. 
and p copies of the Pauli a, and 7'4 and P4 copies of the 
identity. Lastly, 

(13) 

(15) 

commute with each other. However, the SU(2) groups 
generated by Land U are not completely independent 
because, as a little algebra shows, 

V = U2. (16) 

Thus, Land U generate the so-called orbital 
SU(2) x SU(2) group, for which the notation SU(2) * 
SU(2) has been proposed.ll If we interpret VI) and 
V2) as the angular momentum operators of two inde­
pendent physical subsystems, then L is clearly to be 
interpreted as the total angular momentum of the 
system and the "physical" SU(2) groups are those 
generated by Vl), V2), and L. The "other" SU(2) 
groups are those generated by U(l), U(2), and U. In the 
work of Biedenharn and coworkersll the "physical" 
groups correspond to the lower and the "other" 
groups correspond to the upper Gel'fand patterns in 
the diamond-shaped structure describing their boson 
polynomial. 

This then demonstrates, as stated in the Introduc­
tion, the natural occurrence of "another" SU(2) group 
in the discussion of the Racah-Wigner calculus of the 
"physical" SU(2) group. We now proceed to show 
that the interchange of quantum numbers involved in 
the Regge symmetry is equivalent to the interchange 
of the SU(2) groups generated by VI), V2), and L 
with those generated by U(1), U<2), and U. 

As is well known, the boson operators can be used 
to provide explicit realization of angular momentum 
eigenvectors. Thus, 

IjImI) = [(jI + ml)! (A - mI)!]-!ah+m1[jil-ml I ) 
(17) 

is a properly normalized eigenvector of the angular 
momentum VI): 

L~l) IiIml) = mI IiImI ), 

(L(1)2IilmI) = iIejI + 1) IiIml), (18) 

with I ) the vacuum state, i.e., the state annihilated 
by any annih~ation operator a, b, c, d. 

Similarly, 

1j2m2) = [(j2 + m2)! (j2 - m2)!]-!ci2+m2di2-m21), (19) 

L12
) 1i2m2) = m2 1i2m2)' 

(L(2»2 Ij2m2) = j2(j2 + 1) Ij2m2)' (20) 

The quantum numbers j; and mi , i = 1, 2, are integers 
or half-integers satisfying 

-j;~mi~ji' j;=O,t,l, .. ·. (21) 
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This, then, defines all the quantum numbers that It follows from Eq. (23) that I' obeys 
appear in the Regge symbol, Eq. (4), except for j, 
which is defined by -j ~ I' ~ +j, (30) 

v Ijm) = j(j + 1) Ijm), 

(22) 

and is an integer (half-integer) if jl + j2 is an integer 
(half-integer) and satisfies 

The state Ijm) is, of course, given by 

lim) = 2 1i1mti2m2) <ilmlj2m21 jm), (24) 

with 
mlm2 

Ij1m1hm2) 

= [(A + m1)! (A - m1)! (j2 + m2)! (j2 - m2)!]-t 

X iiiI+mlhiI-mlcia+maaia-ma I), (25) 

where Eq. (24) defines the CG coefficient. 
Now, we may consider the set of all states of the 

form (25), for all mi and j; satisfying Eq. (21) and 
restricted by 

(26) 

where N is some integer. Clearly, the number of such 
states is 

2 (2jl + 1)(2j2 + 1) 
il+i2=tN 

= 2 (2jl + 1)[2(tN - jl) + 1] 
h=o.t.1.'" .iN 

= 2 (k + 1)(N - k + 1) 
k=O.l.' ".N 

= teN + 1)(N + 2)(N + 3), (27) 

This number is equal to (NJ3), which is the dimension 
of the completely symmetric representation of SU(4) 
specified by the Young diagram of one row and N 
columns. This means that the representation of 
SU(2) X SU(2), Eq. (25), can be imbedded in a 
multiplicity-free way in the symmetric representation 
of SU(4). 

But that is not all. The state Ijm), Eq. (24), should 
actually carry the labels jl and h, since it is an eigen­
state of (VU)2 and (V2)2. Instead, using Eq. (26) and 
defining 

I' =A - j2' 

we may label this state 

(28) 

(29) 

just like m. We can now ask the question: How many 
states of the form (29) are there for fixed N and all 
allowed values ofj, 1', and m? The calculation depends 
en whether N is even or odd. For N = 2p, we have 

i(2j + 1)2 = (2p + 1)(2p + 2)(2p + 3) 
i=O 6 

= (N: 3), 
while, for N = 2p + 1, we have 

1>+t 1> 
2 (2j + 1)2 = 2 (21 + 1 + 1)2 
i=t 1=0 

= 4(p + 1)(p + 2)(2p + 3) 

6 

(31) 

(32) 

This means that the state INl'jm) can also be im­
bedded in a multiplicity-free way in the symmetric 
representation of SU(4).15 These states are, in fact, a 
representation of the SU(2) * SU(2) generated by L 
and U. To see this, we only need to observe that we 
have 

V INl'jm) = U21Nl'jm) = j(j + 1) INl'jm), 

LalNl'jm) = m INl'jm), (33) 

UslNl'jm) = I'INl'jm). 

If we recall that the transposition (4) of the Regge 
symbol amounted to leaving j, jl + j2 and ml - m2 
unchanged, while interchangingm1 + m2 withjl - j2' 
then in our present notation this means leavingj, N, 
and m1 - m2 unchanged while interchanging m and 
1'. It is clear from Eq. (33) that interchanging Land U 
interchanges m and 1', leaving j and N invariant. 
Moreover, m1 - m2 is the eigenvalue of L(1) - V 2) • a 3 
and thls operator, as is clear from Eqs. (9)-(12), is 
equal to U~lI - U~2). This completes the proof that 
the interchange of quantum numbers involved in the 
transposition of the Regge symbol corresponds to the 
interchange of the "physical" groups generated by 
VI), VI), and L with the "other" groups generated 
by U(l), UII), and U. More precisely, we have shown 
that the effect on the quantum numbers that appear in 
the Regge symbol of interchanging the "physical" 
and "other" groups is the same as transposing the 
Regge symbol. 
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Our final task is to deduce the abstract significance 
of the interchange of the "physical" and "other" 
groups. In the boson operator realization, we have the 
four objects a, b, e, and d. The interchange under 
discussion is achieved by exchanging band e. All four 
objects a, b, e, and d are mathematically identical; 
however, they were ascribed different physical mean­
ings. Thus, a and b were paired to realize the angular 
momentum of subsystem I, and e and d were paired to 
realize the angular momentum of subsystem 2. We 
need pairs of operators because we are dealing with 
SU(2). The exchange of band e means that we propose 
to arrange the two pairings differently and are, in 
effect, exchanging the two-ness of SU(2) with the 
two-ness of the two subsystems. To put it one more 
way, we may relabel the boson operators 

a = a~, b = a~, e = a~, d = a~. (34) 

The object af has a two-valued lower index referring 
to "spin up" and "spin down." It has a two-valued 
upper index referring to the two subsystems whose 
spins are being added. The Regge symmetry involves 
interchanging upper and lower indices. 

3. A GENERATING FUNCTION FOR THE CG 
COEFFICIENT 

In this section, we derive the symmetries of the CG 
coefficient in a new way, different from both the 
derivation given by Regge2 and that given by Barg­
mann.a We hope that this will help to clarify our 
-interpretation of the Regge symmetries. In the process, 
we present a generating function for the CG coefficient, 
which we believe to be new. 

From the multinomial theorem and the definition 
(25) we have 

(Ad + Bh + Ce + Dd)N I ) 
Ait+ml Bil-mlCis+mIDil-m• 

= N! I [(jl + ml )! (jl - ml )! (j2 + m2)! (j2 - m2)!]! 

(35) 

where A, B, C, and D are arbitrary e numbers, and 
the summation is over all h ,j2' ml, and m2 satisfying 
Eqs. (21) and (26). 

Equation (35), is, of course, nothing but an explicit 
realization of the statement that the representations of 
the SU(2) X SU(2), generated by VI) and V2), can be 
imbedded in the symmetric representation of SU(4). 
As we know from the previous section, a similar im­
bedding is possible for the representations of the or­
bital SU(2) * SU(2) generated by Land U. The 
explicit realization of this imbedding depends on 

whether N is even or odd. ~or N even, we have 

[E(Pd + Gh + G-1e + p-1d)2 + H(dd - he)]!N I ) 

= (tN)! I (2j )!( (iN + j + 1)! )l 
j! (2j + 1)(tN - j)! 

E i F m+IlGm-IlH!N-i 
x I Np,jm), 

[(j + m)! (j - m)! (j + ,u)! (j - ,u)!]! 
(36a) 

where E, F, G, and H are arbitrary e numbers and the 
summation is over all integer values of j, m, and ,u 
satisfying 

-j ~ m ~j, -j ~ ,u ~j, 0 ~j ~ iN. (37a) 

For N odd we have, instead, 

[E(Pd + Gh + G-Ie + P-I d)2 + H(dd - he)]!(N-I) 

X E!(Fd + Gh + G-1e + F-1d) I ) 

= (N-1)!I (2j)! [(tN +j+1)! J! 
2 (j - t)! (2j + 1)(tN - j)! 

EJF m+IlGm-IlH!N-i 
X IN,ujm), 

[(j + m)! (j - m)! (j + ,u)! (j - ,u)!]l 
(36b) 

the summation being over all half-integer values of j, 
m, and ,u satisfying 

-j ~ m ~j, -j ~,u ~j. t ~j ~ tN. (37b) 

Equation (36) is a direct consequence of the multi­
nomial theorem, provided that the properly normal­
ized eigenvector IN,ujm) is given in terms of the boson 
operators by 

IN,ujm) 

= (2j + 1)(j + m)! (j - m)! (j + ,u)! (j - ,u)!)! 

(tN - j)! (iN + j + 1)! 
"" dkhHIl-kei+m-kdk-m-1l 

Xk . 
k k! (j +,u - k)! (j + m - k)! (k - m - ,u)! 

X (dd - he)!N-i I ). (38) 

The proof of Eq. (38) is left to Appendix A. 
If we form the scalar product of the left-hand sides 

of Eq. (35) and (36a) we obtain (assuming, for sim­
plicity. that E, F, G, and H are real) 

< I [E(Fa + Gb + G-1e + P-1d)2 + H(ad - be)]!N 

x (Ad + Bh + Ce + Dd)N I ) 
= [E(FA + GB + G-1C + P-1D)2 

+ H(AD - BC)]!NN! . (39) 

Equation (39) applies when N is even; a similar ex­
pression holds when N is odd. The proof of Eq. (39) 
is given in Appendix B. 
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The result of these operations is a generating function for the CG coefficient 

[E(FA + GB + G-IC + F-I D)2 + H(AD - BC)]~N 

(N),~(2j)![ (tN+j+l)! Ji<N' I' . ) 
= 2" . £..}! (2j + l)(!N _ j)! wm h

m
Ih

m
2 

Ah+mlBit-mlcj2+m2Dj2-m2Ejpt+mG/l-mH~N-j 
X i' (40) 

[Ul + ml)! (j1 - m1)! (j2 + m2)! (j2 - m2)! (j + m)! (j - m)! (j + ,u)! (j - ,u)!] 

where the sum extends over all the quantum numbers 
specified in Eqs. (21), (26), and (37a). Again, a slightly 
different expression results when N is odd. 

Symmetry properties of the CG coefficient follow 
from the invariance of the generating function to 
particular substitutions. Thus, the substitution 

A+---»B, C+---»D, F+---»G, E-...;.E, H-...;.-H 

(41) 
proves the classical symmetry 

(N,ujm I j l md2m 2) 

( )*,v-i(N . I . . > = - ,uJ - m 11 - mlh - m2 , 

whereas the substitution 

A-7A, B+---»C, D-+D, E--E, 

(42) 

F -+ F, G -+ G-I, H -- H (43) 

proves the Regge symmetry, i.e., invariance of the 
CG coefficient under m +---»,u, with j, jl + j2' and 
mi - m2 left unchanged. 

The classical symmetry under the permutation of 
jIml with j2m2 is also easily inferred from the invari­
ance under the substitution 

A+---»C, B+---»D, F+---»G-l, E-7£, H-7 -H. 

(44) 

The classical symmetry under the permutation of jm 
with either AmI or j2m2 is not as readily apparent. 
What we are seeing here is the complement of the 
statement that a notation which treats all three angular 
momenta J 1 , J 2 , and J symmetrically is not helpful in 
understanding the Regge symmetry: the generating 
function, Eq. (40) clarifies the Regge symmetry but 
obscures the symmetry under the permutation of J 
with either J l or J 2 • 

How do we use the generating function (40) to 
clarify the Regge symmetry? Consider first a classical 
symmetry, say the symmetry under reversal of all 
angular momenta. According to Eq. (41), we must 
interchange A and B, C and D, F and G, leave E 
alone, and change the sign of H. A look at Eqs. (35) 
and (36) makes it clear that, in terms of the boson 

operators, this is equivalent to the interchange of a 
with band c with d. Mathematically, there is no 
difference between a and b, but when we wrote Eq. 
(6) we assigned to a the physical meaning of the crea­
tion operator that creates "spin up" and to fj the 
physical meaning of the creation operator that 
creates "spin down" -interchanging a and b corre­
sponds, therefore, to the reversal of angular mo­
mentum J l . The same argument applies to c and d 
and J 2 • 

Guided by the above, we see that the substitution 
(43) is equivalent in terms of boson operators to the 
interchanging of band c (with a and d left unchanged) 
and, therefore, the Regge symmetry corresponds to 
this particular permutation of boson operators. From 
here on, we may repeat verbatim the arguments 
appearing at the end of the preceding section. 

For the reader who may wonder what precisely was 
the purpose of this section, we point out that we pro­
duced here a generating function from which we can 
prove the Regge symmetries and obtain the same 
interpretation of these symmetries as proposed in the 
previous section. This could not be done with the 
generating function given by SchwingerlO or Regge.2 

4. CG COEFFICIENTS, REPRESENTATION 
FUNCTIONS, AND THE REGGE SYMMETRY 

As is well known, in the so-called classical limit, the 
CG coefficient approaches the representation function; 
i.e., the matrix element of a finite rotation. The rela­
tion in question may be written as follows: 

(jm JM I J + ,u, M + m) -+ (_l)i-m D~/l(O, (3, 0), 

J» IMI »j, (45) 

cos {3 = MIJ· 

The Regge 3 x 3 symbol corresponding to this 
CG coefficient may be written as 

2J+,u-j j+,u j-,u 

j+m J+M J-M+,u-m (46) 

j-m J-M J+M+,u+m 
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so that its transposition requires the following trans­
formation of quantum numbers: 

J --+ J + H,u - m), M --+ M - H,u - m), 

m +--+,u, j --+ j. (47) 

Consequently, in the classical limit, the Regge sym­
metry of the CG coefficient is equivalent to the 
symmetry under the interchange m +--+ ,u of the repre­
sentation function D~Il. This latter interchange can be 
given the physical interpretation of interchanging 
"body-fixed" and "space-fixed" coordinate systems 
when the D functions are identified with the eigen­
functions of the SchrOdinger equation for a symmetric 
top. 

Thus, in the classical limit for the CG coefficient, 
the Regge symmetry may be viewed as the symmetry 
under the interchange of "body-fixed" and "space­
fixed" frames of reference. More precisely, we again 
have here two angular momenta-the angular mo­
mentum in the body-fixed and in the space-fixed 
frames-which commute with each other and have 
equal magnitudes, i.e., which generate the orbital 
SU(2) * SU(2). And, again, the Regge symmetry is the 
symmetry under the interchange of the two SU(2) 
groups. 

However, this result is unsatisfactory since it really 
expresses a property of the representation function­
which is equal to the CG coefficient only in the 
classical limit-whereas, the Regge symmetry refers 
to the CG coefficient itself. 

However, the above asymptotic relation (4S) pro­
vides a clue. If one considers the geometrical con­
struction16 used in deriving Eq. (4S), one arrives at 
the following geometrical interpretation. The object 
(jm JM I IN!) is the probability amplitude that a 
quantized vector j, which has a component m along an 

[(2P + 1)/(2P +,u - j + I)]!(jm JM I J +,u, M + m) 

axis specified by a classical vector z, will then have the 

component j . iii along a quantized vector i. The 
object D~m(O, (J, 0), on the other hand, is the proba­
bility amplitude that the quantized vector j, which has 
the component m along an axis specified by a classical 
vector z, will then have the component ,u along a 
classical vector Z, where cos (J = Z • zlzz. Thus, the CG 
coefficient constitutes the quantized analog of the 
representation function. 

The above relationship between the CG coefficient 
and the representation function may be displayed in 
a striking fashion by making use of the concept of 
generalized powerY We may define 

x[a] == x!/(x - a)!, (48) 

where the factorial is to be understood as the r func­
tion when the argument is noninteger. It follows from 
Eq. (48) that 

,\ [a] 
I..l.X [a-I] --=ax 
~X ' 

(49) 

where the difference operator ~I ~x is defined in the 
usual way, i.e., 

~~~X) = f(x + 1) - f(x). (SO) 

When we compare Eq. (49) with 

dxa 
a-I 

-=ax 
dx ' 

(S1) 

we see that the generalized power is the difference 
analog of the conventional power. 

Let us now take the expression for the CG coeffi­
cient as given, for example, by Edmonds [Eq. (3.6.11)]18 

= [U - ,u)! U + ,u)! U - m)! U + m)! (2P - 2j)!/(2P)!]i 

X I(-1)s [(P + Q)!(P + Q + m +,u)!(P - Q -j -,u)!(P - Q -j - m)!]! 

S s! U -,u - s)! U - m - s)! (m +,u + s)! (P + Q - s)! (P - Q - 2j + s)! ' 
(S2) 

where 
P + Q == J + M, P - Q == J - M + j + ,u, (S3) 

and rewrite it,12 using the definition of generalized power, as19 

( 
2P + I )!. ( U - ,u)! U + ,u)! U - m)! U + m)! )! 

(}m J M I J + ,u, M + m) = 
2P + ,u - j + 1 (2P)[2il(p + Q)[-m-1l1(p _ Q)[Hlll(p _ Q)[Hml 

(P + Q)[S](P _ Q)[2i-S] 
X I(-I)S (S4) 

s s! (j - m - s)! (j -,u - s)! (m +,u + s)! 
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On the other hand, starting from Edmonds [Eq. (4.1.15)], we have 

(-I)i-mD~iO, p, 0) = [(j - fA)! (j + fA)! (j - m)! (j + m)!]t 

(cos tP)2s+m+l'(sin iP)2i-2s-m-1' 
X I (-1)" -:-:--------'-----.:~-~~~---

8 s! (j - m - s)! (j - fA - s)! (m + fA + s)! 

= [(j - fA)! (j + fA)! (j - m)! (j + m)!]t 

X I (_1)8 [(P + Q)/2P]s+t(m+I')[(p - Q)/2P],-·-t(m+l') 

8 S! (j - m - S)! (j - fA - S)! (m + fA + S)!' 
(55) 

where 

But Eq. (55) can, of course, be written as 
Q/P == cos p. (56) 

(_I)i-m D~ (0, p, 0) = ( (j ~ fA)! (j + fA)! (j - ~)! (j + m)! )! 
I' (2P)2,(p + Q)-m-I'(p _ Q)1+I'(P _ Q)i+m 

X I(-I), (P + Q)8(P - Q)2;-. 

s s! (j - m - s)! (j - fA - s)! (m + fA + s)! . 
(57) 

When we compare Eqs. (57) and (54), we see that 
the representation function and CG coefficient bear 
to each other the same relation as the normal power 
to the generalized power. This, then, is the mathe­
matical version of the statement that the CG coeffi­
cient is the quantized analog of the representation 
function. 

In this fashion, we remove the objection mentioned 
earlier to the interpretation of the Regge symmetry in 
terms of the interchange of "body-fixed" and "space­
fixed" frames of reference. It may be worth pointing 
out that the transformation (47) leaves P and Q in­
variant so that in terms of the quantum numbers used 
in Eq. (54) the Regge transformation is m ~ fA, with 
all other quantities unchanged as is necessary for 
consistency. 

CONCLUSION 

In conclusion, and as a final insight into the prob­
lem, we consider the generalization of the Regge 
symmetry from SU(2) to SU(n). The realization of the 
SU(n) algebra in terms of boson operators requires the 
introduction of n boson annihilation operators ai' 
i = 1,2, ... , n. The discussion of the Racah-Wigner 
calculus of SU(n) requires the use of n copies of SU(n). 
Thus, we introduce the n2 boson annihilation oper­
ators at, with i = I, 2,"', nand j = I, ... , n. 
[Compare with Eq. (34) for SU(2).] We see clearly the 
natural appearance of two kinds of SU(n) groups: 
the "physical" SU(n) involving transformations on the 
lower index of at , and the "other" SU(n) involving 
transformations on the upper index of at . 

Next, we define CG coefficients of rank20 k as 
elements of the unitary matrix which reduces the 
Kronecker product of k irreducible representations of 
SU(n). When k > n, these objects can be expressed in 

terms of those of rank k' where k' ::;; n [it is clear that 
the concept of this rank is not useful in SU(2)]. 

Given these definitions, we can state the Regge 
symmetry for SU(n): The CG coefficient of rank n, 
arising in the reduction of n completely symmetric 
irreducible representations, is invariant under the 
transformation of quantum numbers that results from 
the interchange of the "physical" and "other" SU(n) 
groups. 

It is now also clear from this generalization how the 
rotation group [i.e., SU(2)] at the same time does and 
does not differ from SU(n) groups, n > 2. It differs 
because the conventional (Le., of rank 2) CG coeffi­
cient possesses the Regge symmetry in SU(2) and does 
not in SU(n), n> 2. It does not differ because the CG 
coefficient of rank n possesses the Regge symmetry for 
all SU(n) including n = 2. 

It has been pointed out to the author that the 
equality of the two sets of invariants of U(n) * U(n) 
[cf. our Eq. (16)] has been established in the work of 
Louck21 and that the work of Biedenharn22 (in which 
limits of certain Racah coefficients are related to CG 
coefficients) raises the possibility of a geometrical 
interpretation of the Regge symmetry by exploring 
the tetrahedral structure of the Racah coefficient. 
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APPENDIX A 

In this appendix, we show that the properly nor­
malized eigenvector INpjm) is given in terms of the 
boson operators by Eq. (38). It follows from the 
definitions in Sec. 2 that 

L2 = L_L+ + La + L;' L:v. == Ll T iL2' (AI) 

U2 = U_U+ + Ua + U~, U'F == U1 T iU2 , (A2) 

L+ = ab + cd, L_ = ha + dc, 

U+ = ae + bd, U_ = ca + db, 

La = i(aa - hb + ce - dd), 

(A3) 

(A4) 

(AS) 

Consider the object (ad - hc)!N-i. Since it com­
mutes with U2, V, U3 , and La, and since 

[X, (ad - bc)!N-i] = (N - 2j)(ad - hC)!N-i, 

(A13) 

it follows that A(iid - hC)!N-i is proportional to 
INpjm). This proves Eq. (38) to within a constant of 
proportionality. 

To determine the constant of proportionality, we 
write 

INpjm) = K-!X(ad - hc)!N-i I), (A14) 

so that the normalization condition (Npjm I Npjm) = 
1 becomes 

Ua = Haa + hb - ce - dd). 

Consider the state A I ), where 

(A6) K = ( I (ad - be)!N-iAA(ad - hc)!N-i I). CAIS) 

-kb- Hp,-k-J+m-k :Ik-m-p, 
- '" a e a A="", 

k k! (j + p - k)! (j + m - k)! (k - m - p)! 

(A7) 
By explicit commutation, we have 

L_L+A I ) = [L_. [L+, A]J I ) 
= (j + m + 1){j - m)AI ), (A8) 

U_U+A I ) = (j + p + l)(j - p)A I). (A9) 

Moreover, since each term in the sum in A is an eigen­
state of La to the eigenvalue m and of Us to the eigen­
value p, it follows that 

U2A I ) = j(j + 1)A I), VA I ) = j(j + I)X I ), 

We note that (as can be proved by induction on iN - j) 

(_I)!N-i(ad - be)!N-iA 

where 

= I g!fm(k)akb!N+P,-ke!N+m-kdk--m-p" (AI6) 
k 

g!fm(k) = (ll/llk)!N-i 

x [(k - iN +j)! (k - iN + j - m - p)! 

x (iN + m - k)! (iN + p - k)!tl, 
(AI7) 

and we remind the reader that 

(:krf(k) = ~ (-1)"(;)f(k + n - p) 

= ~ (_1)n-"(;)f(k + p). (AI8) 

UaA I ) = pA I), L3X I ) = mA I ). (AlO) Using Eq. (A16) and 

Next, we note that the operator X, whose eigen­
value is the degree of the homogeneous polynomial 
constructed out of ii, h, c, and d, is obviously 

X = iia + hb + ce + dd. (All) 

(A19) 

etc., we obtain 

K = I [g!fm(k)]2/g!§/2m(k). (A20) 
k 

Clearly, If we replace one of the gtrm(k) by Eq. (AI7), we can 
(A12) manipulate Eq. (A20) into 

K = I (_l),,(iN - j) g!fmCk)/g!§/2m(k) 
k." p (k - p)! (k - p - m - p)! (j + m - k + p)! (j + P - k + p)! 

= I (ll/llr)!N-ih!fm(r) 

r r! (r - m - ,u)! (j + m - r)! (j +,u - r)! ' 
(A21) 

where we have used Eq. CA18), relabeled some dummy indices, and defined for convenience 

h!fm(r) == (-1) !N-ig!fm(r)/ g!§/2m(r). (A22) 

It is straightforward to show from all these definitions that we have the recursion relation 

h!rm(r) = r(r - m - ,u)h!f.;l(r - 1) - (iN + m - r)(!N + ,u - r)h!f.;l(r), (A23) 
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and from Eq. (A23) one can show by induction on 
iN - j that htrm(r) is a polynomial in r of degree 
iN - j with the coefficient of r!N-i given by 
(tN + j + l)[!N-il. Hence, 

(AjAr)tN-ih!fm(r) = (iN - j)! (iN + j + 1)[tN-iJ 

(A24) 
and, therefore, 

K = (!N - j)! (iN + j + l)[!N-iJ 

X [(j + m)! (j - m)W1 

X L (j + m) ( j - m ) 
r r j+/l-r 

__ (iN - j)! aN + j + l)[!N-i]( 2j ). 

(j+m)!(j-m)! j+/l 

APPENDIX B 

In this appendix, we prove Eq. (39). Since 

(A25) 

[E(Fa + Gb + G-1c + F-1d)2 + H(ad - bC)]!N 

::::: pea, b, c, d) (Bl) 

is a homogeneous polynomial in a, b, c, and d of 
degree N, we may express it as 

P( b d) ~ X k1b'c. kSdk• a, ,c, = 4., k1k2ksk.a C , (B2) 

where Xk1K2ksk. is a c number and the sum is over all 
kl' k2' k3' k4 subject to 

(B3) 

On the other hand, from the multinomial theorem 
we have 

(Aa + Bb + Cc + Dd)N 
(Aa)h(Bby2( CcYS( Dd)l. 

- N' L (B4) 
-. II! 12! 13! 14! ' 

where the sum is over all 11, 12 , 13 , and 14 subject to 

(B5) 

When these equations are combined with Eq. (A19) of 

Appendix A, we obtain 

( I Pea, b, c, d)(Aii + Bh + Cc + Dd)N I ) 

which proves Eq. (39). 
= N! peA, B, C, D), (B6) 
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A many-body wavefunction is constructed by antisymmetrization, with respect to the electron 
variables, of a product of 'He-atom wavefunctions, each in its individual ground state. This wavefunction 
is shown to have the following properties; (1) The pair distribution function D(Rii) vanishes at zero 
separation Rij = 0; part of the mutual repulsion of4He atoms is built into the wavefunction as a result of 
the exclusion principle acting between the electron shells on different atoms. (2) Neither the nuclei nor the 
whole atoms undergo Bose condensation, but there is a "Fermi condensation" similar to that shown by 
Yang to characterize superconductivity, arising from off-diagonal long-range order of the appropriate 
reduced density matrix. 

1. INTRODUCTION 
It is customary in microscopic theories of liquid 

4He to regard 4He atoms as little Bose billiard balls. 
It is well known that the mutual impenetrability of 
pairs of atoms arises from the effects of the exclusion 
principle together with the filled-shell electronic con­
figuration, and that the long-range attraction which 
makes the system a liquid arises from coupled virtual 
electromagnetic transitions of pairs of atoms. How­
ever, it has been thought that these effects could be 
adequately simulated by a suitable phen.omen.ological 
p.otential acting between pairs .of elementary b.os.ons, 
with.out introducing electr.onic degrees .of freed.om int.o 
the m.odel explicitly. The A transiti.on is then viewed 
as a B.ose-Einstein condensati.on in a system .of inter­
acting b.os.ons. 

It has recently been p.ointed .out1 that exchange 
effects in a system of 4He at.oms are qualitatively 
different from those in a system .of b.os.ons, in spite .of 
the tight binding .of the 4He at.oms. One c.onsequence 
is that B.ose c.ondensati.on, in the sense .ofmacr.osc.opic 
.occupati.on .of any single 4He atom state, cann.ot in 
fact occur in liquid 4He. On the other hand, a less 
extreme c.ondensati.on which we call "Fermi c.ondensa­
tion" can occur. It is characterized by off-diagonal 
l.ong-range .order (ODLRO) in the sense that 

Da(X1X2R, x{x~R').. . > nonzero limit. 
mftmte separa twn 

(1) 

Here, each R stands f.or the p.ositi.on .of a nucleus (IX 
particle); each Xj stands f.or b.oth the positi.on rj and 
spin z-c.omp.onent .of an electron. The reduced density 
matrix D3 is defined by 

Da(X1X2R, x{x~R') = f V!(XI ... x2nRRz ... Rn) 

x "P*(X~X~X3' •• x2nR'R2 ... Rn) 
x dxa' .. dx2nd3R2 ••• d3Rn , 

(2) 
where f dX j stands f.or integration .over fj and summa­
ti.on .over aj • And, finally, "p is the normalized wave-

functi.on .of the system .of n 4He at.oms, expressed in 
terms .of both nuclear and electr.onic c.o.ordinates. 
The limit implied in (1) is .one in which the gr.oup 
(rl2R) and the gr.oup (r~r~R') are all.owed t.o separate 
infinitely keeping r1 , r2 , and R all at a finite distance 
from each .other, and similarly f.or r~, r~, and R'; this 
ODLRO occurs only ifb.oth a2 = -al and a~ = -a~. 
Since the gr.ound state .of a 4He atom is a bound state 
and a spin singlet (az = -a1), .one w.ould expect 
ODLRO in the sense (1) t.o .occur in a wavefunction 
"p in which ground-state 4He at.oms move freely 
thr.ough.out the system. It has been pr.op.osed1 that this 
is indeed the case, and that the A transiti.on and pecu­
liar properties .of liquid 4He are to be understo.od .on 
the basis of a Fermi c.ondensati.on ass.ociated with 
ODLRO .of the f.orm (1). This is the closest possible 
analog, f.or real 4He atoms, .of the ODLRO .of the 
I -particle density matrix which is ass.ociated with 
Bose c.ondensati.on in bos.on models .of liquid 4He. 
H.owever, the fact that ODLRO .of the form (I) does 
n.ot imply macr.osc.opic .occupati.on .of a single 4He 
at.om state means that a c.orrect microscopic theory of 
liquid 4He will differ qualitatively fr.om theories based 
.on bos.on m.odels. Since Feynman's arguments2 •3 f.or 
the l.ow ph.on.on-rot.on spectrum are unchanged by the 
inclusi.on .of electr.onic c.oordinates in the gr.ound 
state "Po(x1 ••• X2n Rl ... R n), the picture .of the nature 
.of the low excitations and hence the l.ow-temperature 
thermodynamics need not be changed by the distinc­
ti.on between Bose and Fermi cDndensations. On the 
.other hand, the details of the A transiti.on are pr.obably 
sensitive t.o this distincti.on, and the structure of "Po 
certainly is. 

Yang has sh.own4 that superconductivity is charac­
terized by ODLRO of the 2-particle density matrix 
D2(Xl X 2 , x~x~), analog.ous to (1). Thus, it appears that 
a c.orrect microscDpic theory .of liquid 4He w.ould be 
much cl.oser to theories .of superc.onductivity than are 
the bDs.on models. It is w.orth n.oticing that ODLRO 
[Eq. (l)] cannot .occur in liquid 3He due t.o the effects 
.of Fermi statistics .of the nuclei. 4 

1845 
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Let fo(XIX2R) be the ground state of a single 4He 
atom. The closest analog of the ideal Bose gas many­
body ground state !o(RI) ... !o(Rn) which can be 
constructed from single 4He-atom states is 

"'O(XI ... X2nRI ... Rn) 
= eA2n[!o(XIX2RI)!0(xax.R2) ... !0(X2n_IX2nRn)], 

(3) 

where e is a normalization constant and A 2n is the 
antisymmetrizer with respect to the electronic coordi­
nates Xl ... X2n . This wavefunction is automatically 
symmetric in the nuclear coordinates Rt ... Rn, since 
exchange of nuclei between atoms is equivalent to 
exchange of a pair of electrons between the same 
atoms. The purpose of this paper is to examine the 
properties of the wavefunction (3). We find that it does 
exhibit Fermi condensation and ODLRO in the sense 
of Eq. (1). We also find that, in contradistinction to 
the boson models, part of the mutual repulsion of 
4He atoms is already kinematically built into the 
wavefunction (3) as a result of the antisymmetrization 
(exclusion principle), together with the closed-shell 
structure of fo. This antisymmetrization also implies 
that the physical interpretation of "'0 is not as simple as 
one might naively expect. After exchange of a pair of 
electrons between two atoms, the product fofo can be 
expanded in terms of unexchanged functions /a!p, 
where {!o:(Xtx2R)} is a complete set of 4He atom wave­
functions: 

fo(XSX2RI)fo(XIX4R2) = L co:p!o:(XIX2RI)fp(XaX4R2)' (4) 
o:/l 

Note added in proof: Only that part of fofo which is 
antisymmetric both in the pair (X1X2) and in the pair 
(XaX4) can be so expanded. However, since this part 
is nonvanishing, our conclusion is the same. 

On the other hand, in the Bose-gas model,!0(RI)fo(R2) 
has no such nontrivial expansion. This distinction lies 
at the heart of the difference between Bose and Fermi 
condensations.! The wavefunction (3) cannot be 
interpreted as representing a situation where all the 
4He atoms are in their internal ground states and all 
have zero momentum; the antisymmetrization implies 
components with many of the atoms moving, and 
many virtually internally excited. 

2. FORMULATION 

The state (3) has the standard quantized-field repre­
sentation 

1"'0) = [(2n)! nW* f dXl ••• dx2ndsR! ... d3Rn 

x "'O(XI ... X2nR l ... Rn) 

x ",\x
1

) ••• ",t(x2n)",t(R1) ••• 1p\Rn), (5) 

where ",(x) and 1pt(x) are electron annihilation and 
creation operators satisfying the Fermi anticommuta­
tion relations 

{",(x), 1p(x')} = {1p\x), 1pt(x')} = 0, 

{",(x),1pt(x')} = b(x - x') == b(r - r')b"",; (6) 

and ",(R) and 1pf{R) are oc-particle annihilation and 
creation operators satisfying the Bose5 commutation 
relations 

[1p(R), 1p(R')] = [1pt(R), 1pt(R')] = 0, 

[1p(R), 1pt(R')] = b(R - R'). (7) 

Defining the creation operator A~ for a ground-state 
4He atom by 

A~ = 2-* f dx! dX2d3Rfo(Xtx2R) 

X 1pt(Xl)1pt(X2)1pt(R), (8) 

one can write (5) together with (3) in the simple form 

l?Po) = [2n/(2n)! (n !)]te(A ~)n 10), (9) 

reminiscent of the ideal Bose-gas ground state. How­
ever, Ao and A~ are not Bose annihilation and creation 
operators, since their commutator differs from the 
Bose value (the c-number unity) by operator terms 
involving 1pt1pt1p1p and 1pt1p. 

The properties of the state (9) are easier to evaluate 
if one uses an orbital approximation6 for !o: 

!0(XIX2R) = (20)-luo(\r1 - RI)uo(lr2 - RI) 

x (b"ttb"2~ - t5"1~b"2t)' (10) 

where uo is the normalized ground-state Is orbital 
and 0 is the volume of the system. We assume periodic 
boundary conditions.7 Then (8) becomes 

A~ = O-v J d3Rat(R)at (R)1pt (R). (11) 

Here a!(R) is the creation operator for an electron in 
the orbital uo centered on a nucleus at R, 

a!(R) = J d3ruo(lr - RI)1pt (ra), (12) 

which satisfies the anticommutation relations 

{aiR), a".(R')} = {a!(R), a!.(R')} = 0, 

{a,,(R), a!.(R')} = b"a,w(IR - R/I), (13) 

where w is the overlap integral 

w(R) = f ut(r)uo(lr + RDd3r. (14) 

The atomic creation operator (11) and its Hermitian 
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conjugate Ao satisfy the commutation relation 

[Ao, A~] = 1 - n-1f dSR [at(R)a t(R) + al(R)a~(R)] 

+ n-1 f dSRdSR'w2(IR - R'D"I't(R')"I'(R) 

+ n-1 f dSRaf(R)a!(R)a+(R)at(R) 

- n-1 f dSRd3R'w(IR - R'D"I'\R') 

x [at(R')at(R) + ar(R')a~(R)]"I'(R). 
(15) 

It is convenient to slightly relax the strict conserva­
tion of the number of 4He atoms, replacing (9) by 

1"1'0) = U 10), 

U = eF , F = c(A~ - Ao), (16) 

where c is a real c-number chosen so that 

<"1'01 N 1"1'0) = n, (17) 

with N the number operator for IX particles, hence for 
4He atoms 

(18) 

We find that, for n -+ 00, the fractional fluctuation in 
N is only of order n-t , hence negligible. The situation in 
this respect is the direct analog of that in the Bardeen­
Cooper-Schrieffer (BCS) theory.8 

The expectation value of any operator 0 in the state 
(16) is 

<"1'01 0 1"1'0) = <01 U-10U 10). (19) 

Thus, the evaluation of such expectation values can be 
carried out by first transforming the operators "I' and 
"I't by the unitary operator U and then evaluating the 
resultant vacuum expectation values by Wick's 
theorem. Owing to the complicated commutation 
relations of the "I' and "I't operators with Ao and AL 
these transformations cannot be carried out in closed 
form. Therefore, we carry out an approximate evalua­
tion based on the multiple commutator expansion 

U-lOU = e-FOeF = 0 + [0, F1 

+ 1[[0, F], F] + t[[[0, F], F], F] + .. '. (20) 

We find that this yields an expansion in powers of 
the dimensionless density pa~ (p = nln, ao = Bohr 
radius), so that the first few terms are sufficient at 
low density. It then follows from (16), (11)-(13), 

and Wick's theorem that 

U-1"1'(R)U = "I'(R) + cn-tai(R)a!(R) 

and 

+ lc2n-lf dSR'w2(IR - R'D"I'(R') 

- tc2n-1 J dSR'w(IR - R'D[ai(R)at(R') 

+ ar(R)a~(R')]"I'(R') 

+ icsn-i J d3R'w2(IR - R'I)aiCR') 

x al(R') - tc3n-i J dSR'w(lR - R'I) 

x [af(R)aICR') - aICR)ai(R')] 

- tcsn-i f dSR'w(IR - R'I) 

x [af(R)aiCR')aI(R')atCR') 

+ ar(R)arCR')a!CR')a~CR')] 

- tcsn-i J dSR'dSR"w(IR - R'I) 

x w(IR' - R"I)[af(R)aI(R") 

- aICR)aJCR")]"I'tcR")"I'CR') 

-icsn-i f d3R'dSR"w(IR - R'I) 

x w(IR - R"I)"I'(R")"I'(R') 

x a~(R")at(R') + O(c4n-2) (21) 

U-1"1'(rO')U = "I'(rO') + sacn-t 

x f d3Ruo(lr - Rl)a~aCR) 

x "I't(R) + tc2n-1f dSRuo(lr - RI) 

t 
X [a_aCR)a_a(R)aa(R) - aa(R)] 

- tc2n-l f dSRd3R'uo(lr - RI) 

x w(IR - R'I)"I't(R)"I'(R')aaCR') 

+ tcsn-isa J d3Rd3R'uo(lr - RI) 

x w2(IR - R'l)a~CR)"I'\R') 

- tcsn-isa f d3Rd3R'uo(lr - RI) 

x w(IR - R'I)"I'tcR')a~(R') 

- tcsn-isa f dSRd3R'uo(lr - RI) 

x w(IR - R'I)"I'tcR')a~aCR) 
x [ai(R')at(R) + ar(R')a~(R)] 



                                                                                                                                    

1848 M. D. GIRARDEAU 

where 

- te3,Q-! f d3Rd3R'uo(/r - RI) 

X w(lR - R'l)v/(R)ai(R')aI(R')a,.(R') 

- le3,Q-!s .. f d3Rd3R'uo(lr - RI) 

X w(IR - R'I)1j/(R)a~ .. (R') 

- le3,Q-!s .. f d3Rd3R'd3R"uo(lr - R)I 

X wClR - R'l)w(IR' - R"I) 

X 1j!tcR)?/(R")1j!(R')a~,,(R") 

- !e3,Q-! J d3Rd3R'uo(lr - RI) 

X w(IR - R'l)aj(R)at(R) 

X 1j!(R')a,,(R') + O(e4 ,Q-2), (22) 

St = 1 and Sj = -1. 

The expectation value needed in (17) is then 

(1j!ol1j!t(R)1j!(R) l1j!o) = e2 ,Q-l - f e4,Q-2 

X J w2(R')[1 - lw2(R')]d3R' + O(e6 ,Q-3), (23) 

so that (17) implies 

e2,Q-l = p[l + i(x - ty)pag + O«pag)2)], (24) 

where ao is the Bohr radius (,-..., the range of w), and x 
and yare numbers of order unity defined by 

f w2(R)d3R = xag and f w4(R)d3R = yag. (25) 

3. a-PARTICLE MOMENTUM DISTRIBUTION 

The Cl-particle momentum distribution function nk , 

the mean number of 4He nuclei with momentum Ilk, is 

nk = n(Tk' PITJ = nf T:(R)Dl(R, R')Tk(R')d
3
Rd3R', 

(26) 

where Tk(R) = ,Q-ieik
•
R and Dl is the I-particle 

density matrix9 

One finds by (21), (24), and Wick's theorem that 

nk = pa~xk + i(pa~)2( xXk + tx~ 

(27) 

- (27r)-3a~f Zlk_k'IZ~,d3k') + O«pa~)3), (28) 

where Xk and Zk are real, spherically symmetric func­
tions of k, of range ,-..., ao1 and of order unity within 
this range, defined by 

f w2(R)e-ik.Rd3R = xkag, 

J w(R)e-ik.Rd3R = Zkag. (29) 

In the term involving the Zk' the replacement ~k-+ 
(27T)-3,Q J d3k, valid asymptotically for ,Q -+ 00, has 
been made. 

The first term in (28) is just n times the nuclear 
momentum distribution function for a single 4He 
atom, whereas the remaining terms give modifications 
due to interaction of the 4He atoms via the exclusion 
principle. nk is a smooth function of k of range ,-..., ao1 , 

with no o-function spike at k = 0 (no Bose-Einstein 
condensation); correspondingly, Dl does not exhibit 
ODLRO, but falls to zero as IR - R'I-+ 00. This 
behavior is to be expected, since even on the Bohr 
model the momentum of the nucleus fluctuates by an 
amount,-..., Ilaol as the electrons go around. ODLRO of 
Dl would imply that the many-body wavefunction, 
evaluated at a given position R of one Cl particle, has 
a sizeable overlap with the wavefunction differing 
through a large displacement of the Cl particle to the 
point R', keeping the positions of all the other Cl 
particles and all the electrons fixed; such a displacement 
without motion of the electrons would imply breakup 
of the helium atom, which does not in fact occur with 
appreciable probability in liquid 4He. Equivalently, 
ODLRO of Dl would imply macroscopic occupation 
(by Cl particles) ofa spatially extended orbital, which is 
incompatible with localization of each Cl particle 
relative to two electrons so as to form a helium atom. 
The distribution of momenta of whole 4He atoms is 
discussed in Sec. 6. 

4. PAIR DISTRIBUTION FUNCTION 

Next, we calculate the pair distribution function 
D(Rij ), the relative probability of finding two nuclei 
(hence two 4He atoms) at a separation R ij • Adopting 
the usual normalization D(Rij) -+ 1 as Rij -+ 00, one 
has 

D(Rij) = p-2 (1j!ol1j!t(Ri)1j!t(Rj)1j!(Rj)1j!(Ri) l1j!o) 

= p-2 (1j!ol1j!t(Rij)1j!t(O)1j!(O)1j!(Rij) l1j!o), (30) 

use having been made of translational invariance 
(l1j!o) is an eigenstate of total linear momentum with 
eigenvalue zero). It follows from (21), (24), and 
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Wick's theorem that 

D(R;i) = [1 + t(x - ty)pam1 - w2(R;i)]2 

- !p[l - W2(R;i)]f w(R) 

x [w(R) - W(R;i)W(IR;i - RI)]d3R 

+ !p J w2(R) [w(R) - W(R;i)W(IR;i - RI)]2d3R 

+ !p J w(R)w(IR;; - RI) 

x [w(IR;; - RI) - W(Rij)w(R)] 

X [w(R) - w(Rij)w(IR;; - RI)]d3R 

+ O«pa~?). (31) 

Since w(O) = 1, D(Rii) vanishes at zero separation, 
R;; = O. This is a direct result of the exclusion prin­
ciple acting between the electron shells on different 
4He atoms. Mathematically, it arises from the equation 

(32) 

which follows from (13) and expresses the fact that 
only a single electron of each spin can occupy the 
orbital uo(lr - RI) centered on the point R. Further­
more, D(Ri;) remains small in a neighborhood of the 
origin, since 

Thus, part of the mutual repulsion of 4He atoms is 
built into the state l"Po) as a result of the exclusion 
principle. In the opposite limit of large separation, 
one has 

D(R;;) R~oo) 1 (34) 
" 

by (31) and (25), since W(Rii) vanishes in the same 
limit. 

More explicit results can be obtained if Uo is taken 
to be the best hydrogenic orbitapo: 

uo(r) = (Z3j1Tag)~e-Zr/ao, 

O(R.) 
IJ 1.4 

1.2 
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0.2 

Experiment (rof, J) 

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 
R .. in Angstroms 
Ij 

FIG. I. Theoretical and experimental pair distribution functions. 

nature of the state (16). It should be noted, however, 
that the pair distribution function of (16) is a consider­
able improvement over that of the ground state of the 
ideal Bose gas, which gives the trivial result D(Rij) = 
1. The state (16) can be regarded as the simplest 
possible approximation to the ground state of real 
4He atoms, whereas the ideal Bose gas ground state is 
the simplest possible ground state of structureless 
bosons. Possible improvements to the state (16) are 
discussed in Sec. 7. 

5. NUMBER FLUCTUATIONS 

It follows trivially from the commutation relations 
(7) that 

J dSRdsR'V/(R)"Pt(R')"P(R')"P(R) = N(N - 1), (37) 

where N is the number operator (18). It then follows 
from (30) and (17) that the expectation value of N2 is 

("Pol N
2

1"Po) = n + np J D(R)d3R. (38) 

Since D(R) approaches unity for R ---+ 00, one has 

(39) 

Z = H = 1.69. 
Then 

(35) so that the fractional rms fluctuation in N is only of 
order n-i : 

w(R) = (1 + S + tS2)e-S
, 

S = ZRjao. (36) 

In principle, all the integrals in (31) can then be 
evaluated in closed form with the aid of the convolu­
tion theorem, but the expressions resulting are so 
lengthy and unwieldy that they are best evaluated 
numerically. The method of evaluation is discussed 
in Appendix A. The resultant D(Rii) is shown in Fig. 
1 at liquid 4He density (pag = 0.0033) along with 
experimental values.s The rather large discrepancy is 
not surprising, in view of the extremely simplified 

(40) 

This verifies our previous remark to the effect that the 
fluctuations in the number of 4He atoms in the state 
(16) are negligible for a macroscopic system (n ---+ 00). 

6. ODLRO AND FERMI CONDENSATION 

The 2-electron, one ()(-particle density matrix Ds 
[Eq. (2)] of the state (16) can be expressed in the form 

DS(X1X2R, x~x~R') = [2n(2n - l)n]-l 

x <"Pol "Ptcx~)"Pt(x~)"PtcR')"P(R)"P(X2)"P(Xl) l"Po), (41) 
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in analogy with (27). Making use of (21), (24), and 
Wick's theorem, one can find the first few terms in the 
density expansion of D 3 • The result is 

DaCXlX2R, X~X~R') 

= X(XlX2R)X*(x~x~R') + D~(XlX2R, X~X~R'), 
where 

(42) 

X(Xlx2R) = [2n(2n - 1)Qrtao3(60"d60"2f - 60"lj 60"2t) 

x [uo(lrl - Rj)uo(lr2 - Rj)a~ 

- !paguO(lrl - RJ)vo(lr2 - Rj) 

- !paguo(lr2 - RJ)vo(lrl - Rj) 

+ !pagwo(rl - R, r 2 - R) + O«pa~)2)] 
(43) 

and D~ is a very complicated expression given in 
Appendix B. The functions Vo and wo in (43) are given 
by the following integrals: 

vo(r) = f uo(lr - Ri)w(R)d3R, 

wO(rl , r2) = f uO(lrl -, Rj)uo(lr2 - Rj)w\R)d3R. (44) 

With the substitutions (35) and (36), Vo is easily eval­
uated by the convolution technique discussed in 
Appendix A, with the result 

vo(r) = C-V7TtCao/z)ie-s [1 + s + ts2 + 221S3 + Ihs4], 

(45) 

where s = zrjao. On the other hand, Wo is a 3-center 
integral and cannot be evaluated in closed form. 

It is easily seen from (Bl) that D~ falls to zero as the 
set of positions (rlr2R) is taken far from the set 
(r~r;R'), keeping the relative distances within each set 
microscopic ("-' ao). Thus, the ODLRO in D3 arises 
entirely from the separable term XX*, which is inde­
pendent of the separation of these two groups. 
Physically, this ODLRO implies that the state l"Po) is 
such that, when one 4He atom is displaced an arbitrary 
distance from its original position, keeping all other 
atoms fixed, the new wavefunction generated by this 
displacement has nonzero overlap with the original 
wavefunction, no matter how large the displacement. 
Thus, l"Po) exhibits long-range configurational order 
of a type analogous to that in a many-boson system 
with Bose-Einstein condensation. 

The mean occupation number na of any normalized 
single-4He-atom state IPa(Xlx2R) isl 

na = (IPa' P3IPa) 

= J IP:(Xlx2R)P3(XlX2R, X~X~R') 
x IPaCX~X~R') dXl dX2d3R dx{ dx~d3R'. (46) 

The separation (42) of D3 into the part XX* exhibiting 
ODLRO and the residue D~ implies that 

where 
(47) 

(IPa' X) = f IP:(XlX2R)X(XlX2R) dXl dX2d3R (48) 

and n~ differs from (46) only in the replacement of D3 
by D~. It follows from (BI) and the normalization of 
IPa that n~ is of order n-2 or smaller in the thermo­
dynamic limit (n -+ 00, Q -+ 00, njQ -+ p, 0 < p < 
(0). Thus, taking 

IPO(Xlx2R) = (X, X)-tX(Xlx2R) (49) 

and IPa orthogonal to IPo for IX :;!: 0, one has 

na = n(x, X)6aO + O(n-2). 

It follows from (43) and (10) that 

X(XlX2R) ~ [n(2n - 1)]-t'0(XlX2R), pao -0 J( 

and hence, since!o is normalized, 

(50) 

(51) 

(52) 

This 6-function behavior of na is similar to the 
behavior of electron-pair occupation numbers in a 
superconductor.l It is quite different from Bose con­
densation, since Bose condensation would require 
macroscopic occupation in the sense no = O(n), which 
has been shown to be impossible for 4He atoms, land 
since an no of order n-l makes a negligible contribution 
to the sum rule l1 

(53) 

in contrast to the situation in the case of Bose con­
densation. Thus, we shall call the behavior typified 
by (52) "Fermi condensation." 12 Although the extreme 
value (52) of no is only attained in the limit of zero 
density, one expects that, for the state (16), the value of 
no at liquid 4He density is only slightly less than tn-I. 
This is due to the fact that pa~ is very small, so that X 
differs from the right-hand side of (51) only by a very 
small amount except at large distances, where both 
fo and X are very small, but Vo falls off less rapidly than 

Uo · 
The true liquid 4He ground state "P~true) js, of 

course, much more complicated than (16). Never­
theless, it seems likely that it shares with (16) the 
property that there is an "effective single-atom 
wavefunction" IPO(X1x2R) , such that the occupation 
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number no of CPo in the state "P~true) is of order n-1, 

whereas nil is of order n-2 for all ({!Il orthogonal to 
({!o. This would be associated with ODLRO of Da 
due to a separable term XX*, where X differs from 
({!o only in normalization. This ODLRO would be 
present not only in the ground state, but also at 
sufficiently low temperatures T > O. The A transition 
would then arise because of the existence of a tem­
perature T;. such that for T < T;., no = O(n-l) due 
to ODLRO in D3, whereas, for T> T;., D3 would 
not exhibit ODLRO and nil would be of order n-2 or 
smaller for all IX. 

The quantum number IX in (52) includes both the 
translational wave vector k and all the internal quan­
tum numbers of a single 4He atom. One can therefore 
define an over-all momentum distribution function of 
4He atoms by summing nil over all internal states for 
fixed k. One can then ask whether this momentum 
distribution function might exhibit Bose-Einstein con­
densation in the usual sense, i.e., might contain a 
term nfbkO withf > 0 and independent of n. We have 
not thus far been able to answer this question. The 
difficulty is that the approximation of identifying the 
center of mass of the atoms with the nuclear position 
R cannot be validly made in such a calculation, since 
even for a single 4He atom at rest (k = 0) the nucleus 
orbits in reaction to the motion of the electrons, with 
a momentum fluctuation of order fia;l. Thus, the 
usual m/M expansion breaks down for a calculation 
of the atomic (as opposed to nuclear) momentum 
distribution. The question is to a certain extent 
academic, since the characterization of the condensa­
tion of 4He atoms by ODLRO of D3 and the related 
behavior of the occupation numbers (52) is simple and 
unambiguous. 

7. IMPROVED WA VEFUNCTIONS 

The most obvious physical oversimplification of the 
state (16) is that the state fo is not only the internal 
ground state of a 4He atom, but also the translational 
ground state: i.e., it corresponds to zero translational 
momentum of the atom. In the actual liquid 4He 
ground state, the atoms certainly do not all have zero 
momentum. It is true that this is also the case for the 
state (16), due to the virtual transitions associated 
with (4), but in the state (16) the translational motions 
and internal excitations do not correspond to the 
correct dynamics (in fact, we have not even written 
down the Hamiltonian). This suggests an improved 
approximate ground state of the form 

l"Po) = U 10), 
U = eF

, F = ! ! ck(A~A~k - A_kAk), (54) 
k 

where [cf. (11)] 

A~ = n-l f d3Reik.RaiCR)aI(R)"Pt(R). (55) 

This is the simplest state allowing explicit trans­
lational motions of the atoms, yet with total linear 
momentum zero. The function Ck would be chosen to 
eliminate or reduce the discrepancy between the cal­
culated and experimental D(Rij) (Fig. 1) or, more 
fundamentally, by minimization of the expectation 
value of the full many-electron, many-IX Hamiltonian. 
An even more realistic trial state would also allow 
explicit internal excitation of the atoms, allowing 
the coupling between translation and virtual internal 
excitation to correspond as closely as possible to the 
actual dynamics. 

APPENDIX A: PAIR DISTRIBUTION FUNCTION 

The expression (31) can be rewritten in the form 

where 
(AI) 

Do(Rij) = [1 - w2(Rij)]2, 

D1(Rij) = I(x - ty)[1 - w2(Rij)]2 

and 

- 1[1 - w2(Rij)][x - w(Rij)In(Rij)] 

+ iY - !w(Rij)I31(Rij) 

+ i[l + 2w2(Rij)]I22(Rii) (A2) 

I,,.{Rij) = a;3 f [w(R)]P[w(IRii - RI))"d3R. (A3) 

By (25), (35), and (36), we have 

x = 337r = 10.7 = 5763771' = 4.32 (A4) 
2Z3 ,Y 12288Z3 ' 

so that at 4He density (pa~ = 0.0033) one has 

I(x - ty)pa~ = 0.028. (A5) 

It follows that the first line in the expression for Dl 
makes only a 3 % contribution to D(Rij). It turns out 
that the contributions of the remaining terms in Dl are 
also small. However, since this is not certain a priori, 
we discuss the evaluation of these terms here. 

The integrals (A3) can be reduced to I-dimensional 
integrals by use of the convolution theorem. Define 

and 
q = kao/z, S = zR/ao (A6) 

wiq) = J [w(R)]!'e-ik.Rd 3R 

= (:OrJ[W(Rwe-iQ.Sd3S. (A7) 
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Then 

I,..{R) = ~ roo qw/q)wv(q) sin (qS) dq. 
27T Sao Jo 

One has,13 by (35) and (36), 

w1(q) = 647TeOY(1 + q2)-4, 

(A8) 

_ ( ) (ao\3( 1 2)-6(33 11 2 1 4) 
W2 q = 7T -;) 1 + 4 q 2 + 12 q + 32 q , 

wa(q) = ~;(:0)3(1 + ~ q2rS 

x (57752 + 21472 2 + 10064 4 

2187 19683 q 177147 q 

+ 2080 6 + _8_ s) 
1594323 q 531441 q . 

(A9) 

The integral /11 then has a simple closed form14 : 

I (R) = 337T e-S (1 + S + ~ S2 + .±. S3 
11 2z3 11 33 

+ 2- S4 + _1 S5 + _1_ S6). (AlO) 
99 495 10395 

In principle, 131 and /22 can also be expressed in closed 
form, but the algebraic reductions are so involved that 
it is easier to evaluate them numerically. This was 
done by Filon's formula,15 which avoids difficulty due 
to rapid oscillations of the factor sin (qS) in the inte· 
grands. The corrections due to Dl were found to be 
less than 5 % at all R;j for which the calculation was 
carried out. The resultant D(Rij) is plotted in Fig. 1. 

APPENDIX B: EXPLICIT EXPRESSION FOR D; 
The evaluation of D3 [Eq. (41)] is straightforward, 

though very tedious. We exhibit here the terms in D~ 
[Eq. (42)] of lowest order in the density: 

D~(XIX2R, x~x~R') = [2n(2n - l)Qtl 

X p[(b"db"2~ - b"1~b"2t)(b"1'tb"2~ - b(]1,~b"2't)D~1) 
+ b"1"1,b"2"2,D~2) + b"1(].,b"2"1,D~3)], (Bl) 

where 

D~l) = -2w(IR - R'D Juri(lr~ - R"Duri(lr~ - R"I) 

X [uO(lrl - RDuo(lr2 - R"D 
+ uO(lr2 - RDuo(lrl - R"D]w(IR' - R"Dd3R" 

- 2w(IR - R'D f [uri(lr~ - R'Duri(lr~ - R"D 

+ uri(lr~ - R'Duri(lr~ - R"D] 
X uO(lrl - R"Duo<lr2 - R"Dw(IR - R"l)d3R" 

+ w2(JR - R'D f uci(Jr~ - R"Duci(lr; - R"I) 

x uO(lrl - R"Duo(lr2 - R"Dd3R", (B2) 

D~2) = w(lR - R'l)[uci(lr~ - R'l)uo(lrl - RI) 

x w(lr2 - rm + uci(lr~ - R'I) 

and 

x uo(lr2 - Rl)w(lrl - rm] 

+ uri(lr~ - R'l)uo(lr2 - RI) f uri(lr; - R"I) 

x uO(lrl - R"l)w(IR - R"l)w(IR' - R"l)d3R" 

+ uri(lr~ - R'l)uo(lrl - RI) f uri(lr~ - R"I) 

x uOClr2 - R"l)w(IR - R"I)w(IR' - R"J)d3R" 

(B3) 

D~3) = -w(IR - R'I)[uci(lr~ - R'l)uo(lr2 - RI) 

x w(lrl - rm + uci(lr; - R'I) 

x uO(lrl - RI)w(lr2 - rm] 

- uriClr~ - R'l)uoClrl - RI) f uri(lr; - R"I) 

x uO(lr2 - R"l)w(IR - R"l)w(IR' - R"l)d3R" 

- uri(lr~ - R'l)uo(lr2 - RI) f uri(lr~ - R"I) 

x uO(lrl - R"l)wCIR - R"l)w(IR' - R"I)d3R". 

(B4) 

* This work was supported by the National Science Foundation 
under grant GP-7689. 

1 M. D. Girardeau, Phys. Letters 29A, 64 (\969); J. Math. Phys. 
11,684 (1970). 

2 R. P. Feynman, Phys. Rev. 94,262 (1954). 
3 R. P. Feynman and M. Cohen, Phys. Rev. 102, 1189 (1956). 
4 C. N. Yang, Rev. Mod. Phys. 34, 694 (1962). 
5 There is nothing to be gained at this point by descending to the 

next level of the hierarchy, at which one would have to take account 
of the composite nature of the ex particle. 

6 We also make the excellent approximation of identifying the 
center of mass of the atom with the position of the ex particle. 

, Strictly speaking, Uo must then differ from a sphericalIy sym­
metric function due to the presence of periodic images outside the 
periodicity cell (volume Q). However, since this celI is macroscopic 
whereas the range of Uo is microscopic, these images are entirely 
negligible. 

8 J. Bardeen, L. N. Cooper, and J. R. Schrieffer, Phys. Rev. 108, 
1175 (1957). 

• In terms of the normalized Schrodinger wavefunction 

lJIo(x l •.. x 2nR l ••• Rn), 
one has 

D1(R, R') = f lJIo(x l ... x2nRR2 ... Rn)lJIt 

X (Xl' .. x 2nR'R.· .. Rn) dX1 ... dX2nd3R2 ... d3Rn. 

10 See, e.g., L. I. Schiff, Quantum Mechanics (McGraw-Hili 
Book Co., Inc., New York, 1949), pp. 172-174. 

II This follows from (46), completeness of the set {q>a}, and the 
normalization of D 3 • 

12 Such behavior cannot occur in liquid 3He. This is shown else­
where. 

13 Tables of Integral Transforms, A. Erdelyi, Ed. (McGraw-Hili 
Book Co., Inc., New York, 1954), Vol. I, p. 72, #3. 

14 Reference 13, p. 67, #35. 
16 C. J. Tranter, Integral Transforms in Mathematical Physics 

(Methuen and Co., Ltd., London, 1951), p. 72, Eq. (5.34). 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME II, NUMBER 6 JUNE 1970 

Spin Representations of the Orthogonal Groups 

ROBERT GILMORE 
Department of Physics, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139 

(Received 18 July 1969; Revised Manuscript Received 12 December 1969) 

The spin representations of the algebras Bn and Dn are constructed from the spin representations of the 
canonical subalgebras Bn _ 1 and Dn _ 1 , respectively. 

I. INTRODUCTION 

The operator techniques1 for constructing the 
weight space diagrams for the classical simple groups 
are extended to the spin "representations" of the 
orthogonal groups. 

II. RESULTS AND EXAMPLES 

Irreducible representations ofthe algebras Dn and 
Bn are described uniquely2 by their highest weights 
Mh. They can also be described uniquely by means of 
extended partitions defined by ~ = Mh. These extended 
partitions have the usuaP-s properties 

Bn:Al Z A2 Z ... Z An Z 0, 

Dn:Al Z A2 Z ... Z An_l Z IAnl Z 0. 

All Ai are either integral or half-integral. 
Branching rules under the canonical embeddings 

SO(2n + 1) ! SO(2n) ! SO(2n - 1) are given by 

Bn~Dn 
[Ahn+l ~ I [A')2n: 

1.1 ~ A{ ~ A2 ~ A~ ~ ... Z An ~ IA~I ~ 0, (1) 

Dn~Bn-l 
[A'hn ) ! [A")2n-l: 

A{ Z A~ ~ A~ ~ A~ ~ ... Z A~_1 Z A~_1 ~ IA~I. (2) 

Equations (1) and (2) are conveniently summarized 
using the box annihilation operator1 

p =_1_ 1 ... _1 ___ 1_ 
n 1 - €n 1 - €n-l 1 - €2 1 - €1 ' 

(3) 

Bn~Dn 
[A]2n+1 ) I p n[A]2n' (1') 

The modification rules are 

Bn! Dn:none 

D n ! Bn- I: [A{ ... A~_1 , A~]2n-l 

= [AI"" A~-I]2n-I' A~ = 0, ±t, ±1, 
= 0, otherwise. 

In order to construct the weight spaces for the spin 
representations of Dn from those of Dn- I (and of 
Bn from Bn- I), it is necessary to apply these operators 
successively: 

Dn~Dn-l 
Dn!Bn-l! Dn-l:[~]2n ) Pn-IPn[~]2n-2' 

BnlBn-l 

Bn! Dn ! Bn- 1 : [A]2n+l ) P nP n[A]2n-I' (4) 

The weight space diagram for [A)2n of Dn is con­
structed by the following algorithm: 

(1) P n+ operates on A, annihilating boxes and add­
ing + 1 for each box annihilated. 

(2) The modification rules for Dn ! Bn- 1 are applied. 
At the same time, A~ is added to the positive integer 
above the partition 1 

(3) P(n-ll- operates on all nonvanishing partitions 
describing representations of Bn- 1 , adding -1 for each 
box annihilated (A~ > 0). For X~ < 0, m' = -m, 
the latter defined by 

m' -m 
[A~, A;, ... - J)':-11]2n-2 = [A;, A~', ... IA~:"'11]2n-2' 

(4) The half-integral number m above the partition 
[A"12n-2 indicates the plane Zn = m in which the 
weight space of [}."]2n-2 lies in the synthesis of [X]2n' 

Example 1,' Construct the weight space for ~ of 
D2 : 4 

(2) 
t ! 

- 0173 + 173-

t -t t -t ! 
(3)PI-0[73=2~0 +2~+[72+ 0[72 

-i ! 
2~ + 217· 

(4) Results of this construction are plotted in Fig. 1. 
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The construction of the irreducible spin repre­
sentations of Bn from those of Bn- 1 follows an 
analogous procedure: 

(1) Pn+ operates on I, annihilating boxes and 
adding + 1 for each box annihilated (A~ > 0). Once 
again, 

m' -m 

(2) P! operates on the remaining partitions, anni­
hilating boxes and adding -1 if A~ > 0 and + 1 if 
;.~ < O. 

(3) The modification rules for Dn t Bn- 1 are applied, 
and ;.: is added to each integer above the associated 
partition. 

o 

o 

o 

o 

o 0 

x 
0 

o 0 

0 
1+ 1/2 
[]73 

0 1-1+ 1/2 0+1-1/2 

830 ~ 

-1+ 112 -1+1-1/2 
0 0"0 V x 

3 3 

0 
-1-1/2 
0"3 

Example 2,' Construct the weight space for B~ 5 of FIG. 2. The weight space of B~ 5 as constructed in Example 2. 

B2 : 

o 
(1) p+DV ~ DV + 

2 DVs DV4 

2 

1/2 

ilo 

-1/2 
~]o 

-3/2 

ilo 

-1 

+ DV+ 
~4 

3/2 
0'-2 

- 1/2 

oV'2 

1/2 

o~ 

FIG. 1. The weight space of ~ as constructed in Example 1. 

The weight space for ~DV 4 may be computed as in Example 

lor obtained from ~ by reflection in the Z. = 0 hyperplane. 

o 0 -1 

(2) p~DV ~ DV + DV 
2 DV4 DV3 V3 

1 

p~DV 
2 V4 

-1 + i 
::-+ OV3, 

-1 

PiDV 
~4 

-1 -1 + 1 3 

oV + C7 _ -2" -i 
~~3 ~3 =OV3+V3, 

o o +1 
Pi DC7- oV + OV 
~04 ~03 ~3 

1 - i 
:: - + OV3' 

(3) The results of this calculation are shown in 
Fig. 2. 

III. CONCLUSION 

With these algorithms and those presented in Ref. 1, 
it is possible to construct weight spaces for all the 
finite-dimensional irreducible representations of the 
simple classical rank-n Lie algebras from the weight 
spaces of the canonically embedded subalgebra of 
rank n - l. 

1 R. Gilmore, J. Math. Phys. 11, 513 (l970). 
2 G. Racah, Springer Tracts Mod. Phys. 37, 28 (1965). 
• D. E. Littlewood, Theory a/Group Characters (Clarendon, Ox­

ford, 1950). 
• F. D. Murnaghan, The Theory o/Group Representations {Dover, 

New York, 1963}. 
• M. J. Newell, Proc. Roy. Irish Acad. 54,153 {1951}. 
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The spectra of the Casimir invariants for the classical compact simple Lie groups are presented. It is 
proved that these invariants are irreducible and functionally independent. The highest weight of a repre­
sentation is determined in terms of its invariant spectrum. 

I. INTRODUCTION 

The Casimir invariantsl of Lie groups, and their 
spectra, are of interest to both physicists and mathe­
maticians. Invariants of the unitary groups have been 
used in discussions onnuclear2 and elementaryparticle3 

physics. Invariants of the symplectic groups have been 
used in the discussion of elementary particle4 physics. 
Invariants of the orthogonal and related groups have 
been used in the description of the hydrogen atom5 

and of free-particle6•7 states. A knowledge of the 
invariants and their spectra is also necessary for a 
complete description of the unitary irreducible repre­
sentations of the noncompact real forms associated 
with the algebras An, Bn , Cn , and Dn .8.9 The invari­
ants of the unitary series An have been determined, 
together with a partial eigenvalue spectrum.IO•l1 

We present here the spectrum of the irreducible 
invariants of the VIR's associated with the compact 
forms of An, Bn , Cn' and Dn. 

II. PROPERTIES OF THE INVARIANTS 

The VIR's of the compact simple Lie groups may be 
uniquely classified according to 

0) highest! weight Mil, 
(ii) extendedl2 partition A, 

(iii) Casimir-invariant spectrum C. 

The relation between (i) and (ii) is 

1 'II+! 
(Mil), = Ai - -- ~ AI' for An' 

n + 1 1=1 

(b) They are invariant under the automorphisms 
induced by the Weyl group of reflections. 

(c) The product of the orders of the n functionally 
independent irreducible invariants associated with a 
simple algebra of rank n is equal to the order of the 
Weyl group of reflections for the algebra. 

(d) The spectrum of the invariant operators C(M") 
on an irreducible representation with highest weight 
Mil is given by 

C(M") = f(M" + R) - feR). (2) 

Here, f(x) are those terms in the irreducible poly­
nomial invariant which depend on the diagonal group 
generators Hi only, and R is half the sum of all positive 
roots of the algebra 

R = i~ i. (3) 
<i>O 

We shall call f(Hi) the associated invariant. 
(e) The Jacobian J(H) = IloC,/oHI II of the irreduc­

ible invariants is a basis for the alternating representa­
tion of the Weyl group,13 

III. ASSOCIATED INVARIANTS 

The associated invariants are 

i 

f1n(H) = ~ IT Hi.' for An' 
i,:j:.i, T=l 

J 

f/H) = ~ IT Ht, for Cn' Bn, and Dn , (4) 
i,oFi, r=1 

M= , forCn,Bn,andD n • (1) except the nth associated invariant for Dn is 

'II 

f~fl(H) = II Hi' 
r=1 

Representations have not generally been characterized 
by their Casimir-invariant spectrum, since this has not 
generally been available. The vector R is given by 

Some useful properties1 of the invariants of a simple 
group are as follows: 

(a) They are symmetric homogeneous polynomial 
functions of the group generators which commute with 
all elements of the Lie algebra. 

1855 

Ri = in + 1 - i, for An. 

Ri = H2n + 2) - i, for en, 
R, = H2n + 1) - i, for Bn , 

R, = H2n) - i, for D'II' 

(4') 

(3') 
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IV. IRREDUCIBILITY OF INVARIANTS 

From (4) it is seen that the product of the orders of 
the invariants is equal to the order of the Weyl group, 
for each algebra [cf. Sec. II, observation (c)]. They are 
therefore irreducible. 

V. FUNCTIONAL INDEPENDENCE OF 
INVARIANTS 

The order of the Jacobian is equal to the number of 
positive roots in the algebra. From observation (e) of 
Sec. II we conclude that 

J(Mh + R)/J(O + R) = dim (M"). (5) 

Since the Jacobian is nonvanishing, the invariants are 
functionally independent. 

VI. HIGHEST WEIGHTS FROM INVARIANTS 

It is easily verified that the ordered roots Xl 2 
X2 2 ... 2 X n+1 of the equation 

n+l 
~(_1)ixn+1-1tn(M + R) = 0 (6) 
i=O 

are related to the highest weights of the representation 
whose associated invariants are f:n(M + R) by 

Xi = M: + R i • 

Similarly, the ordered roots x: of 
n 

~ (-1)i(x2t-~(M" + R) = 0 
i=O 

(7) 

(6) 

are related to the highest weights of en, Dn , and Dn by 

xi = (M; + Ri)2. (7) 

For D n , f!1n must be replaced by its square. Then 

Mn + Rn = Mn = ± Ix,,1 (8) 

depending on whether f~n ~ O. 

VII. EXAMPLE 

The representation (4,2) Bj=IJ of SU(3) 

has highest weight (2,0, -2) [cf. Eq. (1)]. From 

(3'), R = (1,0, -1). From Eq. (4) the associated in­
variants are 

ff2=~Hi =0, 

ff2 = (3)(0) + (0)(-3) + (-3)(3) = -9, 

f t2 = (3)(0)( - 3) = o. 
The Casimir invariants are C2 = - 8 and Ca = O. For 
the unitary groups, C1 is always zero. From Eq. (5), 
this representation has dimension 27. The highest 
weight may be found by solving Eq. (6), 

x3 
- Ox2 + (-9)x - ° = 0. 

Then Xi = (3,0, -3) and 

Mh = X - R = (3,0, -3) - (1,0, -1) =(2,0, -2). 

VIII. CONCLUSION 

The spectra of the Casimir invariants of the classical 
compact simple Lie groups has been presented. They 
may be used to label representations conveniently. The 
relationship between the labelling schemes using Mh, 
A, and C is contained in Eqs. (1), (6), and (7). 
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The amplitude of a wave of frequency w which is transmitted by a disordered array of N isotopic 
defects in a I-dimensional harmonic crystal is investigated in the limit N -->- 00. In particular, the 
ratio TN(w) of the amplitude of the Nth defect to the amplitude of the first defect is represented as 
exp [-N&N(w, Q, {an})),where {an}, n = 2, ... , N, is the sequence of nearest-neighbor spacings and 
Q = (M - m)/m. It is known from earlier work that &N(W, Q, {an}) is the logarithm of the Nth root of 
the magnitude of a continuant determinant of order N. The value of the continuant is expressed formally 
as a product of N factorsgn which are recursively related. In the present case, theg .. happen to lie ona 
circle Ko in the complex g plane. Assuming that the spacings between defects are independent identically 
distributed random variables with the mean value c-1 and going to the limit N --+ 00, a functional 
equation for the limiting distribution function of thegn on Ko is derived. The limiting value cx(w, Q, c) = 
lim &N(W, Q, {an}), as N -->- 00, can be determined from the limiting distribution function of the gn' 
We determine the solution of the functional equation in three different ways for three different cases: 
(a) In the case of the special frequency of Matsuda, W = 2-l and Q = I, we obtain exact values of the 
integral of the g distribution function which are in excellent agreement with Monte Carlo estimates; 
(b) in the physically interesting case where the mean spacing between defects is small compared to the 
incident wavelength, i.e., c-1w « 1, we obtain the solution of the functional equation correct to first order 
in c-1w and we calculate the lowest-order nonzero value of cx(w, Q, c); (c) for the general case of moderate 
values of w, Q, and c, we develop a numerical method for solving the functional equation and present 
the results of the numerical calculations in several representative cases. These numerical results are in 
good agreement with Monte Carlo estimates. One of the principal results, obtained by solving the func­
tional equation, is that cx(w, Q, c) > 0 for W «c < 1 and w(IQI + c-1) « 1 with Q F- O. 

1. INTRODUCTION 

This paper is a continuation of a study of the 
transmission properties of a disordered array of iso­
topic defects of mass M substituted in an otherwise 
perfect I-dimensional harmonic crystal composed of 
particles of mass m.l In RI the transmitted amplitude 
of a wave of frequency W incident on a section of 
crystal containing N defects was shown to be the 
reciprocal of the magnitude of an Nth-order deter­
minant whose elements depend explicitly on (M - m)/ 
m, w, and the spacings between adjacent pairs of 
defects. The principal problem treated in RI dealt 
with the case in which the spacings between successive 
pairs of defects were assumed to be independent 
random variables with a common probability distri­
bution and a common mean value c-l . (The parameter 
c plays the role of concentration.) Based on the 
assumption of statistical independence of spacings, 
the dependence of the transmitted amplitude on N in 
the limit N - 00 was investigated. The transmitted 
amplitude can be expressed in the form TN = 
exp [-NOCN(w, Q, {a;})], where Q = (M -m)/m and 
{ai}' j = 2, ... , N, denotes the particular set of spac­
ings between adjacent pairs of defects. It was shown 
in RI that there is a range of concentration 0 < c < 
c(w, Q) such that 

Conservation of energy insures that ocN(w, Q, {ail) ~ 
O. Therefore, the most significant aspect of Eq. (I) is 
that the limiting value of ocN(W, Q, {ai}) is independent 
of N and strictly positive. In Eq. (1), OCN(W, Q, {ail) 
is the average contribution of a defect to the attenua­
tion of the incident wave. On physical grounds it is 
expected that, if the mean spacing c-l between defects 
is sufficiently large compared to the wavelength of the 
incident wave, then OCN(W, Q{a;}) approaches al(w, Q), 
the attenuation of a single isolated defect. This 
physical argument forms the basis of the derivation 
of Eq. (1) and of the determination of c(w, Q). The 
method of derivation is limited to low concentrations. 
However, it was emphasized in RI that the limitation 
on the range of concentration 0 < c < c(w, Q) in Eq. 
(1) is not a necessary condition for the inequality in 
Eq. (I). One of the principal results of this paper is 
that oc(w, Q, c) > 0 in a range of frequency and con­
centration where the mean spacing between defects is 
small compared to the incident wavelength, i.e., 
w«c<l. 

In the remainder of this section, we first summarize 
those results in RI which will be required in the present 
analysis, and then we outline the order of the calcula­
tions in the present paper. The model system which 
is considered is an infinite I-dimensional harmonic 

lim OCN(w, Q, {a;}) = oc(w, Q, c) > o. 
N~oo 

crystal with nearest-neighbor force constants only. 
(1) All particles have the mass m except for N isotopic 
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defect particles at lattice sites A;, j = 1, ... , N. The 
mass of each of the defect particles is M. It is assumed 
that Al = 0 and that the subscript j on A i specifies 
the order of the defects, i.e., 0 = Al < ... < AN' 
If a wave of unit amplitude and frequency w is 
incident from the left on the array of defects, then the 
steady-state amplitude of lattice site r ~ 0 is 

(2) 

1 + i~ 

where OJ = sin lk and RN is the amplitude of the 
reflected wave. The steady-state amplitude of the 
transmitted wave is obtained from Eqs. (21), (22), and 
(26) of RI: 

xes) = e-ikSjDN = TNe-ikHi'l'N, (3) 

where s ~ AN and DN is the determinant of an 
N X N matrix and has the tridiagonal or continuant 
form 

1 + i~ + (1 - i~)e-2ka8i 

DN= 

where ~ = Qw(l - (2)-!, Q = (M - m)/m, and 
an = An - A n- 1 and where 

(5) 

with TN = IDNI-1• The determinant DN satisfies the 
recurrence relation 

DN = [1 + iA + (1 - i~)e-2kaNi]DN_l 

- e-2kaNi DN- 2 (6) 

with Do = 1 and Dl = 1 + i~. The steady-state 
amplitude of the right-most defect has the same form 
as Eq. (3), 

(7) 

and the steady-state amplitude of the left-most 
defect at Al = 0 is given in Rl as 

x(O) = IN_1!DN = DN/DN' (8) 

where IN- 1 is an (N - 1) X (N - 1) tridiagonal 
determinant which satisfies the same recurrence 
relation (6) as D N • It is possible, and convenient, to 
express IN-l as an N X N determinant DN . The 
elements of the augmented determinant are identical 
with those of DN given in Eq. (4) except that the 
upper left-hand-corner element of DN is 1 instead of 
1 + i~. Therefore, the determinant f>N satisfies the 
same recurrence relation (6) as DN but with the 
starting values f>o = 1 and f>1 = 1. Equation (3) is 
an explicit expression for the amplitude and phase 
shift of the transmitted wave in terms of the deter­
minant D N • Similarly, by combining Eq. (2) for r = 0 

, (4) 

with Eq. (8), the amplitude and phase shift of the 
reflected wave can be expressed as 

(9) 

Since f>N and DN satisfy the same recurrence relation, 
it can be shown that 

and 

(9') 

In studying the transmission properties of the array 
of defects in the limit N -+ 00, two alternatives present 
themselves. First, one can investigate the asymptotic 
properties of the transmitted amplitude TN = IDNI-1 ; 

or second, as noted in Rl, one can investigate the 
asymptotic properties of the ratio TN = IbN I-l of 
the amplitude of the Nth defect to the first defect. In 
the former alternative, it is convenient to express Di/ 
as a product of N factors 

Dl/ = (n gn)e-N~i, 
n=1 

(10) 

wheregn = et;iDn_1/Dn , I + i~ = 6et;i, and wheregn 

satisfies the recurrence relation 

gn = [6 + (6 - gn_l)e-2kani-2t;irl (11) 

with gl = 6-1• If the transmitted amplitude is expressed 
in the form 

(12) 
then 

N 

rxN(w, Q, {aj}) = _N-1 lIn (lgnl). (13) 
n=1 
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FlO. 1. The complex g plane showing the unit circle U with its 
center at the origin and the circle Ko whose radius is tl and whose 
center is at b = (I + tll)l. 

The g", in Eq. (13) have the property that they are 
confined to the interior of the circle Ko in Fig. 1. 
Successive values of g n are determined by the sequence 
of spacings {a",} through the recurrence relation (11). 
In obtaining the result in RI that 

lim ocN(w, Q, raj}) = oc(w, Q, c) > ° 
N-+<:L) 

for a sequence of random, independent spacings {aj} 
with (a j ) = c-1 and for ° < c < c(w, Q), the question 
of the precise form of the distribution of the values of 
g", inside Ko was ignored. We examine this question 
in more detail in the present paper; consequently, we 
are able to obtain stronger results regarding the 
limiting value oc(w, Q, c) (see Sec. 3B). 

The second starting point, and the one used in this 
paper, for the investigation of the transmission 
properties of a random array of defects is the relation 

TN = IDNI-1 = exp [-NaN(w, Q, {a;})]. (14) 

Because D N satisfies the same recurrence relation as 
DN , analogous ratios gn = e4>i D"'_l/Dn can be defined 
which satisfy the recurrence relation (11) for gn but 
with gl = e4>i. Then, the expression for OCN(W, Q, {a j }) 

is formally the same as for oc(w, Q, {a j }) in Eq. (13): 

N 

ocNCw, Q, {a j }) = _N-1 ~)n (ignl). (15) 
n=1 

The advantage in working with the g n' as noted in 
RI, is that the g n are confined to the circumference of 
the circle Ko in Fig. 1 and, thus, have a I-dimensional 
distribution. Assuming that the spacings aj are 
statistically independent with the mean value c-1, we 
have a limiting distribution function of the gn on Ko 
which we denote by 10 [X]· The determination of this 
limiting distribution function is our primary concern 
because the limiting value of ocN(w, Q, {a;}) can be 
calculated from it. 

In Sec. 2, we derive a functional equation for 
!c[X] and for Fe[X] = H!c[x] dX. In Sec. 3, we deter­
mine the solution of the functional equation in three 
different ways for three different cases: (a) In the 
case of the special frequency of Matsuda,2 w = 2-1 
and Q = I, we obtain exact values of Fe [X] which are 
in excellent agreement with Monte Carlo estimates; 
(b) in the physically interesting case where the mean 
spacing between defects is small compared to the 
incident wavelength, i.e., c-Iw« I, we determine 

10 [X] correct to the first order in c-Iw and we calculate 
the lowest-order nonzero limiting value of ocN(w, Q, 
{a;}) (this limiting value, which is positive, and 10 [X] 
are in excellent agreement with Monte Carlo esti­
mates); (c) for the general case of moderate values of 
w, Q, and c, we have developed a numerical method 
for solving the functional equation for Fe [X]· The 
numerical results for Fe [X] and the associated limiting 
value of OCN(W, Q, {a;}) are presented and compared 
with Monte Carlo estimates for several cases. 

We expect on physical grounds that the limiting 
values of OCN(W, Q, {a j }) and ocN(w, Q, {a j }) are 
identical, i.e., 

We assume that the aj are statistically independent 
and that (a j ) = c-1 ; we denote the limiting value of 
ocN(w, Q, {a;}) by 

oc(w, Q, c) = lim OCN(w, Q, {a j }). (16') 
1\' ..... 00 

If oc(w, Q, c) > 0, we can prove that rxN(w, Q, {a;}) 
approaches aNew, Q, {a;}). The basic reason is that, 
if rx(w, Q, c) > 0, then gn approaches g",. To show 
that /g", -gn/-+ ° if rx(w, Q, c) > 0, we multiply the 
recurrence relation (6) for DN by DN- 1 , multiply the 
corresponding relation for DN by DN - 1 , and form 
the difference 

(17) 

We use Eq. (17) repeatedly to reduce its right-hand side 
and rewrite the left-hand side to give 

e-4>iDNDN(e4>iDN_JXil- e4>iDN_1 D"l) 

= e-2kANi(DIDo - DoDI) 

or 
(I 8) 

If rx(w, Q, c) > 0, Eq. (18) can be used to prove Eq. 
(16). 



                                                                                                                                    

1860 ROBERT J. RUBIN 

2. DERIVATION OF FUNCTIONAL EQUATION 
FOR THE DISTRIBUTION OF THE in 

In this section, we derive a functional equation for 
the distribution of the g .. on the circle Ko in Fig. 1. 
The recurrence equation relating g .. to g .. -l is the 
same as Eq. (11), 

g .. = [0 + (0 - gn_l)e-2kani-2cPir\ (19) 

but with gl = eq,i. If gn is expressed as 

(20) 

then Eq. (19) provides a relation between Xn and 
Xn-l, 

e iXn = - ei(Xn-1-2ank-2q,). (21) 
(

0 Il:!.l e-iCl:n-1-2ank-2cP)) 

o - Il:!.l ei(xn-1-2ank-2cP) 

We assume that N is large compared to unity and 
that the set of spacings {a j } are independent random 
variables with the same probability distribution 

Pea) = c(1 - c)a-l. (22) 

Consider an interval (X, X + dX) on the circle Ko 
and denote the fraction of the g .. which are located in 
this interval by !c(X) dX. We assume that, for suffi­
ciently large N,!c(X) is independent of N. We invert Eq. 
(21) and obtain an expression for the angle Xn-l == X', 
in terms of an == a and Xn == X, 

X' = X - 2'Y(X) + 2ak + 24>, (23) 
where 

'Y(X) = tan-1 fll:!./ sin X/(b + /l:!./ cos X)] 

= tan-1 [sin 14>1 sin XI(l + sin 14>1 cos X)]. (24) 

A functional equation for !c(X) can be obtained by 
identifying the intervals from which the g in (X, X + dX) 
originate; that is, 

00 

fe(X) dX = !c(1 - ct-YcCX') dx'· (25) 
a=l 

In Eq. (25) dX and dx' are related by (23) 

dx' = dX/(02 + l:!.2 + 20 Il:!.l cos X). (26) 

Thus, the functional equation for !c(X), the fraction 
of the gn in the interval (X, X + dx), is 

fix) = Ic(! _ ct-dc(X - 2'Y(x) + 2ak + 24», 
a=l 02 + 2/l:!.1 /j cos X + l:!.2 

where gO' fix) dx = 1. The limiting form for 

N 
O(w, Q, c) = lim _N-1 ~)n (Ign\)' 

N-+«J n=l 

(27) 

when expressed in terms of !c(X), is 

O(w, Q, c) 

= - flt/cCX) In (15 + Il:!.l eiX
) dX 

= -1 fll'fc(X) In (152 + 2 Il:!.l 15 cos X + l:!.2) dx. (28) 

Before considering various solutions of the func­
tional equation (27) in the next section, we note that 
in the limit c -+ 0 the sum over a in Eq. (27) is pro­
portionaP to the integral of Jo(X - 2'Y(X) + fJ + 24» 
over the interval 0 =::;; fJ =::;; 27T (provided that k is not 
a rational fraction of 7T). In particular, 

ao 

lim !c(l - c)a-yc(X - 2'YeX) + 2ak + 2c/» 
c-+O a=l 

= 1... [21rfo(x - 2'Y(X) + fJ + 24» dfJ. (29) 
27T Jo 

The range of integration in Eq. (29) covers a complete 
period of the argument and so the right-hand side of 
Eq. (29) is simply (27T)-1. Therefore, in the limit 
c -+ 0, the functional equation reduces to the simple 
form 

provided that k is not a rational fraction of 7T. The 
foregoing restriction on the values of k is obviously 
necessary in the case where the condition for the 
existence of Matsuda's special frequencies is satisfied.1•2 

It can be verified readily by substitution of (30) in 
Eq. (28) that4 

lim O(w, Q, c) 
c-+O 

= _ l (27r In (b2 + 2 Il:!.l 15 cos X + l:!.2) dX 
47TJo /j2+21l:!.I/jcosX+l:!.2 

= In 15. (31) 

This result for ot(w, Q, 0+), which was obtained in a 
slightly different way in Rl, expresses the physical 
fact that when the average nearest-neighbor spacing 
in a random array of defects is large compared to the 
incident wavelength, the defects each scatter inde­
pendently. 

The form of the functional equation which is most 
convenient for analysis in the next section is a func­
tional equation for 

Fh) = ffc(X) dx· 
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This new functional equation is obtained directly by 
integrating both sides of Eq. (25) from 0 to X: 

00 

= I e(l - c)a-l 
a=l 

x {Fe[X - 2'Y(x) + 2ak + 24>] 
- F.[2ak + 24>]}. (32) 

An expression for oc(w, Q, e) in terms of Fe(X) can be 
obtained by integrating Eq. (28) by parts to obtain 

oc(w, Q, c) 

= - In (15 + I~I) 
_ ~c5 r21T 

Fe(X) ( sin X ) dX. (33) 
Jo 15 2 + 21~1 15 cos X + ~2 

In the limit e -+ 0, 

(34) 

3. SOLUTION OF FUNCTIONAL EQUATION 

In this section we first treat a special case in which 
it is possible to obtain exact values of the solution of 
the functional equation (33) for Fe(X). Next, an 
approximate solution of Eq. (33) is obtained which 
is an expansion in the parameter e-1w, the mean 
spacing between defects divided by the wavelength 
of the incident wave. Satisfactory agreement between 
the first-order solution in e-1w and Monte Carlo 
estimates are obtained. Finally, a numerical procedure 
for solving Eq. (33) is outlined and a comparison is 
made between the numerical solution in several 
representative cases and Monte Carlo estimates. 

A. Exact Values of Fe(X) in Case k = t1T, Q = 1 

We consider the case k = i7T, Q = I. It was shown 
in Rl that in this case the gn generated by the trans­
formation (19) are limited to segments of the circum­
ference of the circle Ko (Fig. 1) which lie inside the 
unit circle U. This fact is used to derive values of 
Fe(X) from the functional equation (33). The same 
arguments apply if Q > I; however, the details be­
come more involved. For this reason, we treat only 
the case Q = 1. 

The transformation (19) can be regarded as a 
product of two transformations. First, the denomi­
nator in (19) is formed by rotating the difference 
vector 15 - gn-l through the angle -(an7T + 2cf» = 
-(an + !)7T and then adding the resulting vector to b. 
Note that the angle of rotation assumes only two 
values, modulo 27T, depending upon whether an is 
odd or even. Second, the reciprocal of the vector 

u 

u 

o 
(a) 

(b) 

FIG. 2. Two stages of the transformation in Eq. (19) in case 
k = in and Q = I. 

b + (b - gn_l)e-(an+!)"i is formed. Figure 2(a) shows 
the circles U and Ko and the result of the first trans­
formation. Points on the arc ABC are shifted to corre­
sponding points on the arc AoBoCo if an is odd and to 
points on AeBeCe if an is even. Figure 2(b) shows 
several stages in the second transformation. The 
reciprocal of a point such as Be in Fig. 2(a) is located 
geometrically by first forming its mirror image B~ in 
the line OX. The reciprocal of Be is then located at B; , 
the intersection of OB; with circle Ko.5 The two 
images of the arc ABC, A~B~C; and A;B;C;, are 
contained in the arc ABC. Since the starting value g 
corresponds to the point A, all subsequent values of 
g n must be located either in the arc A~B~ C~ or A;B; C; . 
No gn appear in the arc A~BC;. Clearly, there will 
be images of this gap A~BC; in the g distribution 
around the points B~ and B; . Images of these images 
also coincide with gaps in the g distribution and so on. 

We now consider the functional equation (33) in 
the present case. There is a considerable simplification 
because the difference Fe[X - 2'Y(X) + (2 + t)7T] -
Fe[(a + t)7T], which is a periodic function of X with 
period 21T, assumes one of two values depending 
upon whether a is odd or even. The functional equa­
tion reduces to 

Fe[X] = (2 - e)-l{Fe[X - 2'Y(X) + i1T] - Fe[i7T]} 

+ (l - e)(2 - e)-l 

X {Fe[X - 2'Y(X) + t7T] - Fe[!7T]}, (35) 
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for 0 < X < 217, where 

'¥(X) = tan-I [sin X/(2 i + cos X)] ~ t17· 

Since the gn are confined to portions of the arc ABC, 
the integral distribution function Fe[X] has the values 

Fe[X] = 0, 0 < X ~ 117 , 

= I, f17 < X ~ 217 + 117. 

As a result, Eq. (35) can be rewritten as 

Fe[X] = (2 - c)-I{Fe[X - 2'¥(X) + !17] - I} 

+ (1 - c)(2 - c)-lFe[X - 2'¥(X) + 117], 

o < X < 217. (36) 

As X increases from 117 to 17 to trr, the two arguments 
of Fe[ ] on the right-hand side of Eq. (36), X-
2'¥(X) + i17 for odd a and X - 2'¥(X) + 117 for even 
a, increase from t17 to 217 + 117 to 217 + trr and from 
117 to i17 to 217 + t17, respectively. Thus, it can be 
seen that Eq. (36) is equivalent to the following set of 
rela,tions: 

Fe(X) = 0, 0 < X < 117, (37a) 

= (l - c)(2 - c)-IFe[X - 2'¥(x) + 117], 

117 < X < Xl> (37b) 

= (1 - c)(2 - C)-I, ·XI < X < X2' (37c) 

= (2 - c)-I{Fe[X - 2'¥(X) + i17] + I} 

In Eqs. (37) the angle Xl is defined by the condition 
Xl - 2'¥(XI) + 117 = t17 and X2 by the condition 
X2 - 2'¥(X2) + !17 = 217 + 117. The angles Xl and X2 
correspond to the limits of the principal gap in the g 
distribution, arc A~PC; in Fig. 2(b). 

We next determine the limits of the subinterval of 
the interval (117,17) for which the argument x-
2'¥ (X) + 117 lies in the range Xl to X2' The limits of 
this subinterval are determined by the conditions 

and 

X, - 2'¥(X.) + 117 = X2' 

Thus, for 117 < XS < X < x, < 17, 

Fe(X) = [(1 - c)(2 - C)-I]2, (38) 

and the interval (Xa, xJ corresponds to the image of 
the gap interval A~BC; around the point B;. Simi­
larly, for 17 < X < trr there is a subinterval 17 < XS < 
X < Xs < trr corresponding to the image of the gap 

A~BC; around B~ , where 

and 

Xo - 2'¥(Xo) + i17 = 217 + X2' 

In the interval (Xs, Xo), 

Fe[X] = -L(1 + _l_-_c _ 1) + _l_-_c 
2-c 2-c 2-c 

= 
(1 - c)(3 - c) 

(2 - C)2 
(39) 

The intervals (Xa, X,) and (Xs, Xo) are symmetrically 
located with respect to the angle 17. The above pro­
cedure can be continued indefinitely to give additional, 
exact values of Fe [X]. 

There is, in addition, a pair of angles X = 17 - Al 
and X = 17 + A2 which satisfy the conditions 

17 - Al - 2'¥(17 - AI) + 117 = 17 + A2 (40) 
and 

17 + A2 - 2'¥(17 + A2) + i17 = 217 + 17 - AI' (41) 

In the present case where Q = I, there is a symmetry 
with respect to the angle 17 so that Al = A2 = A in (40) 
and (41). The value of A obtained from (40) or (41) is 
11217. Thus, from Eqs. (37b) and (37d), we obtain 

Fe[17 - -12"17] = [(I - c)(2 - c)-I]Fe[17 + -12"17] (42) 

and 

Equations (42) and (43) constitute a pair of simultane­
ous equations whose solution is 

Fe[17 - 11217] = (I - c)2(3 - 3c + C2)-I, (44) 

Fc[17 + -12"17] = (1 - c)(2 - c)(3 - 3c + C2)-I. (45) 

Once these exact values have been determined from 
Eqs. (37b) and (37d), additional exact values of 
Fe [X] can be generated with the aid of the same 
relations. 

In this section, we have determined some exact 
values of Fe [X] from the functional equation (32). For 
purposes of comparison, we present some numerical 
results of the calculation of Fe[X] for a particular 
random configuration of 105 defects in the case 
c = 0.375, Q = 1, w = 2-i . The Xn are formed 
recursively using Eq. (21), which in the present case 
reduces to 
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FIG. 3. Distribution of values of the Xn for a particular dis­
ordered array of 105 defects in the case c = 0.375, Q = 1,0) = 2-l. 
The range of values of the X .. is tn- to !1r. This range is divided 
into 500 equal intervals and the fraction of X .. contained in each 
interval is plotted as a function of the interval number. 

with Xl = !7T. All of the calculations described here 
and in succeeding sections were performed on a 
CDC 6600 at the Los Alamos Scientific Laboratory. 
A sequence of random integer values of the spacings 
is generated in which each spacing an has the frequency 
distribution e(1 - e)an • As each value of an, n = 2, 
.•. , N, is generated, a value of Xn is determined from 
Eq. (21'). The values of Xn are limited to the range 
!7T ~ X ~ tn-. This range has been divided into 500 
equal intervals, and a count is made of the fraction 
of all values of Xn which either lie in a given interval 
or to the left of that interval. The results of this count 
are presented in Figs. 3 and 4. In Fig. 3 the fraction 
of the values of Xn in each interval is plotted as a 
function of the interval number from 1 to 500. In 
Fig. 4, the Monte Carlo estimate of Fe [X], the fraction 
of values lying in or to the left of a given interval is 
plotted as a function of the interval number. The 
principal gap region and a number of its images can 
be clearly seen in these figures. The differences between 
the exact values of Felx] in the principal gap regions, 
Eqs. (37c) , (38), and (39), and their Monte Carlo 
estimates in the case shown in Figs. 3 and 4 are of 
the order of the relative root-mean-square fluctuation 
{I - Fc[X]}lN-l. 

B. An Approximate Solution of the Functional 
Equation for Fc[X] 

An approximate solution of the functional equa­
tion (32) can be obtained if the average of the argu­
ment appearing on the right-hand side is close to X, 
i.e., if 

1'Y(x) 1 + c-1k + 14>1 «7T. (46) 

Since k = 2 sin-1 ro, 4> = tan-l [Q tan (tk)], and 
1 4>-l 'Y(X) 1 « 1, Eq. (46) is essentially a condition that 
the frequency is small. Although frequency is a 
natural expansion parameter, it is convenient in our 
calculation to take 4> as the expansion parameter and 
rewrite (46) as 

214>1 (1 + c-1 IQI-I
) «"IT. (47) 

When condition (47) is satisfied, the integral distribu­
tion functions on the right-hand side of (32) can be 
expanded in a Taylor series (assuming that the 
derivatives exist). The result is 

00 

Fc[X] = Ic(1 - c)a-l 

.8 

.6 

.2 

o 
o 

a=l 

x {Fc[X] + 2[ak + 4> - 'Y(X)]/e[X] 
+ 2[ak + 4> - 'Y(X)]~~[X] + ... 
- 2[ak + 4>]/c[O] - 2[ak + 4>]2/~[O] - ... }. 

(48) 

r 
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FIG. 4. Plot of the Monte Carlo estimate of the distribution of 
values of the X .. for the case shown in Fig. 3: c = 0.375, Q = I, 
0) = 2-t ,and N = 10". The fraction of values of the X .. lying in or 
to the left of each interval is plotted as a function of the interval 
number from 1 to 500. 
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The terms containing Fe[X] in Eq. (48) cancel, and 
the coefficient of the mth derivative of !c[X] is of the 
order 4>m. If Eq. (48) is rearranged so that!c [X] is 
expressed in terms of !c[0] and derivatives of !c[X], 
we obtain 

where b = kc-l4>-l. The first two terms in the expan­
sion of the parameter b in powers of 4> are 

b = 2c-14>-1 tan-1 (Q-l tan 4» 

The expression (52) for !c[X] contains the constant 
!c [0] which can be determined from the normalization 
condition S~u!c [X] dX = 1. The terms containing the 
single factor cos X in the numerator in Eq. (52) give 
a zero contribution to the normalization condition. 
The value obtained for !c(0] is then 

fe[O] = !?T [bo(2 + bO)]![1 - 14>1 (1 + b~(1 - c»)]. 
11 + bol (1 + bO)2 

(53) 

The expression for !c[X] can be substituted in Eq. (28) 
to calculate the value of oc(w, Q, c), the average 
contribution of a defect to the attenuation of the 
incident wave. In the limit being considered, the 
logarithmic term in Eq. (28) can be expanded in 
powers of 4>: 

(50) (21T 
oc(w, Q, c) = -t Jo fcCx) 

where bo = 2C-1Q-l. The coefficient of !c[0] in Eq. 
(49) is expressible as a power series in 4> [see Eq. (24)]. 
The first two terms in the expansion are 

1 + b 

1 + bo = ___ -'---'C-__ 

1 + bo - €(Q) sin X 

(1 + bo) sin X cos X 4> + ... 
[1 + bo - €(Q) sin X]2 ' 

(51) 

where 

€(Q) = 1, Q > 0, 

= -1, Q < O. 

A zeroth-order approximation for !c[X] can be ob­
tained by substituting the 4> independent term in Eq. 
(51) for the coefficient of the first term in Eq. (49). 
An expression for!c [X] correct through the first order 
in 4> can be obtained by substituting the first two 
terms in Eq. (51) for the coefficient of !c[0] in Eq. 
(49) and by replacing the derivatives, I~[x] and 
1;[0], by their zeroth-order approximations. The 
result is 

_ sin X cos X 4> - 4>( €(Q)cosX 
[1 + bo€(Q) sin X]2 1 + bo - E(Q) sin X 

x In (sec2 4> + 2 tan 14>1 sec 4> cos X + tan2 4» dX 
(21T 

'"'-' - Jo fcCx)(I4>1 cos X + 4>2 sin2 X) dX· (54) 

When the expression for !c[X] in Eqs. (52) and (53), 
correct to the first order in 4>, is substituted in Eq. 
(54), the resulting value of oc(w, Q, c) will be correct 
through the second order in 4>. The result is 

oc(w, Q, c) '"'-' t4>2bo(I - c)(2 + bO)-l 
or 

oc(w, Q, c) '"'-' HI - c)(1 + CQ)-lQ2W2, (55) 

where 4>2 '"'-' Q2W 2• 

It should be recalled that the value of oc(w, Q, c) in 
Eq. (55) is an approximate one based on the condition 
that 

2 14>1 (1 + c-1 IQI-1
) « ?T. (47) 

When this condition is satisfied for a particular set of 
values of w', Q', and c', it is clearly satisfied for all 
values of the concentration c' :S c < 1. It should be 
expected on physical grounds that in the limit c -+ 1, 
the roles of the host and defect atoms are interchanged. 
That is, it should be expected that the inhomogeneities 
which contribute to the reflection of the incident wave 
are isolated host atoms (mass m) in a background of 
defect atoms (mass M). To verify this expectation, we 
consider the average attenuation coefficient for N 
defects 

bW - c)€(Q) cos X €(Q) Noc(w, Q, c) = t(1 - C)AN(1 + CQ)-lQ2W2(NA~). 
+ [1 + bo - E(Q) sin X]3 - 1 + bo - €(Q) sin X (56) 

_ b~(1 - c)€(Q)/(1 + bO)2)J. (52) In Eq. (56), NAil = c and (I - C)AN = Nh , the 
1 + bo - €(Q) sin X number of host particles (mass m) between 0 and AN' 
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FIG. 5. Distribution of values of the Xn for a particular disordered 
array of N= 2 X 10· defects in the case c = 0.5, Q = 1, W = 0.1. 
The range of the Xn' which is 0 to 21T, is divided into 301 equal 
intervals and the fraction of the Xn contained in each interval is 
plotted with an asterisk as a function of the interval number. The 
solid curve is a plot of the expression for !clxl in Eq. (52). 

[The concentration of host atoms is Ch = NhA-;/ = 
1 - c.] So, in the limit C ---+ 1, 

Noc(w, Q, 1-) = NhtQ
2w2(l + Q)-1, (57) 

and tQ2w2(l + Q)-l is the average contribution per 
host atom to the attentuation of the incident wave. 
In the limit C ---+ 1, the concentration of host atoms 
ch in the disordered section of crystal approaches 
zero, and the mean spacing between host atoms is 
large compared to the incident wavelength. We have 
shown in Rl and in Eq. (31) that if the host particles 
have mass M and the defect particles have mass m 
and their concentration is Ch , then 

lim oc(w, Q, ch ) = In <5 

(58) 

where w is the frequency of the incident wave measured 
in units of the maximum frequency in a perfect 
crystal composed of atoms of mass M. If, instead, 
frequency is measured in units of the maximum 
frequency of a perfect crystal composed of atoms of 
mass m, Eq. (58) can be written as 

lim oc( w, Q, ch ) r-.J tQ2
W

2
( mM-1

) 

r-.J tQ2w2(1 + Q)-I, Qw« 1. (59) 

Combining Eqs. (57) and (59), we have the expected 
result 

Noc(w, Q, c = 1-) = Nhoc (w, Q, Ch = 0+), Qw« 1. 

(60) 

This result ought to hold over the entire frequency 
range instead of being limited by the condition 
Qw « 1. A proof of this result for arbitrary values of 
w will most likely have to start with the determinantal 
expression (14) for TN' 

The normalized expression for Ic[x) in Eqs. (52) 
and (53) should be compared with the expansion 
obtained for limHO Ic[x] from Eq. (30) 

lim fe[X] r-.J (h)-l[1 - 2 Itfol cos X]. (61) 
e->O 

The zeroth-order terms in tfo are, respectively, 

(217)-1[bo(2 + bo)]!(II + bol - sin X)-l and (217)-1. 

In view of the foregoing difference, it must be regarded 
as fortuitous that if the condition (47) is ignored and 
c is set equal to zero in Eq. (55), the correct value is 
obtained for lim oc(w, Q, c) '" tQ2W 2 , as c ---+ O. 

Finally, for two sets of values of w, Q, and c, we 
compare the numerical value of the expression (52) for 
Ic[x] with a Monte Carlo estimate of the same 
distribution. The procedure for generating a sequence 
of values of Xn has already been outlined in Sec. 3A. 
In the present cases, the range of Xn' which is 0 to 217, 
is divided into 301 intervals. For arrays of 2 X 105 

defects, the fraction of the Xn which fall in each 
interval is determined. In Fig. 5 for the case c = 0.5, 
Q = 1, w = 0.1, the fraction of the Xn in each 
interval are plotted as a function of the interval 
number 0 to 300 where interval number 0 is the 
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FIG. 6. Distribution of values of the X" for a particular disordered 
array of N = 2 X 10· defects in the case c = 0.5, Q = 2, W = 0.01. 
The range of the Xn' which is 0 to 21T, is divided into 301 equal 
intervals and the fraction of the Xn contained in each interval is 
plotted with an asterisk as a function of the interval number. The 
solid curve is a plot of the expression for !c[xl in Eq. (52). 
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interval near X = O. Each value is plotted with an 
asterisk. The solid curve is a plot of the expression for 
!c [X] in Eq. (52), the distribution function of values of 
Xn on the circle Ko derived from the functional equa­
tion (32). The first-order correction to fdO) [X] is 
relatively large in this case: f~l) [0] '" -O.l2f~O) [0], 
f~l)[1T] '" +O.11f~O)[1T], and f~l)[!1T] =f~I)[!1T] = O. 
Nevertheless, the correspondence between the curve 
and the distribution of Monte Carlo points is close. 
The order of magnitude of the scatter in the Monte 
Carlo points is roughly that expected for a sample 
size of 2 x 105• A similar comparison is presented in 
Fig. 6 for the case e = 0.5, Q = 2, w = 0,01 and 
N = 2 X 105• In this case, the first-order correction 
to f~O) [X] is one-fifth as large as in the previous case; 
and, the correspondence between the curve repre­
senting !c[X] and the Monte Carlo points is closer. 

C. An Iterative Method for Obtaining Numerical 
Solutions of the Functional Equation for FeU] 

,We now describe an iterative method for obtaining 
numerical solutions of the functional equation 

ro 

Fe[X] = Le(l - et-I{Fe[X - 2'Y(X) + 2ak + 2rP] 
a=1 

- Fe[2ak + 2rPJ}. (32) 

The method is based on the assumption that we have 
an approximate solution FJn)[X] of Eq. (32) and that 
we can construct a more accurate solution F~n+1) [X] 
with the aid of Eq. (32) 

F~n+1)[X] 

ro 

= Le(l - e)a-I{F~n)[X - 2'Y(X) + 2ak + 2rP] 
a=1 

- F~n)[2ak + 2rP]}' (62) 

Then, repeated use of Eq. (62) will result in the con­
vergence of F~n+1)[X] to the exact solution Fe[X] of 
Eq. (32). In our numerical calculations we have 
found that Fo[X] in Eq. (34), the solution of Eq. (32) 
in the limit e = 0, is a suitable starting choice for the 
iteration process, i.e., 

F~O)[X] = (21T)-1[X - 2'Y(X)]. (63) 

In practice, divide the fundamental interval 
o :s;: X :s;: 21T into M equal subintervals 

[21T(m - 1)M-I, 21TmM-I], m = 1, ... , M. (64) 

We evaluate the starting function FJO) [xl at the points 

Xm = 21T(m - t)M-l, m = 1,··· , M. 

Then, for a given set of parameters w, Q, e, we evalu­
ate the two arguments on the right-hand side of Eq. 
(62) at the points 

Xm = 21T(m - t)M-I, m = 1,··· , M, 

for all values of a such that 

e(l - c)a-l < 10-11 • (65) 

Each value of the two arguments is reduced, modulo 
21T, to the fundamental interval, and the subinterval 
in which the reduced value lies is determined. If the 
subinterval is [21T(S - I)M-I, 21TSM-I], then the 
reduced argument is identified with subintervals. If 
the reduced value of Xm - 2'Y(Xm) + 2a1k + 2rP 
corresponds to subinterval s and the reduced value 
of 2aIk + 2rP to subinterval t with s > t, then the 
difference 

F~O)[Xm - 2'Y(Xm) + 2alk + 2rP] - F~O)[2alk + 2rP] 

is assigned the value 

F~O)[x.(m, all] - F~O)[xtCal)]' 

However, if s < t, the difference F~O) [Xm - 2'Y(Xm) + 
2a1k + 2rP] - F~O) [2a1k + 2rP] is assigned the value 

1 + F~O)[Xs(m, all] - F~O)[xtCal)]' 

With the above assignments, a new set of values 
F~l) [Xm] is determined by using Eq. (62) and summing 
over all a satisfying condition (65). This procedure 
is repeated until the set of values FJn+1) [Xm] is suffi­
ciently close to the set F~n) [Xm]' 

Finally, for two cases we present a comparison of 
the solution of the functional equation with Monte 
Carlo estimates of the distribution of values of Xn' 
In Fig. 7, for the case e = 0.5, Q = 1, w = 0.3, and 
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FIG. 7. Distribution of values of the X .. for a particular disordered 
array of N = 2 X 10' defects in the case c = 0.5, Q = I, W = 0.3. 
The range of the X .. , which is 0 to 27T, is divided into 301 equal 
intervals and the fraction of the X .. contained in each interval is 
plotted with an asterisk as a function of the interval number. The 
solid curve is a plot of values of FelX..J - F.[Xm_'] obtained from 
the iterative solution of functional equation (32), where m is the 
interval number. 
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.02 4. REMARK 
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FIG. 8. Distribution of values of the X .. for a particular disordered 

array of N = 2 X 10· defects in the case c = 0.5, Q = I, ro = 
sin !17. The range of the X .. , which is 0 to 217, is divided into 301 
equal intervals and the fraction of the X .. contained in each interval 
is plotted with an asterisk as a function of the interval number. The 
solid curve is a plot of values of Fc[Xml - Fc[Xm-ll obtained from 
the iterative solution of functional equation (32), where m is the 
interval number. 

N = 2 X 105 and a division of the 0 to 211' range of 
Xn into 301 intervals, the fraction of the Xn in each 
interval is indicated by an asterisk and is plotted as a 
function of interval number. The solution obtained 
from the functional equation for a division of the 
range of X into M = 301 intervals results in a set of 
values for Fe [Xm]' The curve shown in Fig. 7 is a plot 
of the values of Fe [Xm] - Fe [Xm-l] as a function of 
the interval number m. The agreement between this 
curve and the distribution of Monte Carlo points is 
good. In Fig. 8, we show a similar comparison 
between the Monte Carlo distribution of values of 
Xn and the corresponding distribution obtained from 
the iterative solution of Eq. (32) in the case c = 0.5, 
Q = 1, co = sin (-!-11'), and N = 2 X 105. Even in this 
case, where the distribution contains several sharp 
peaks, the agreement is good. 6 

The principal problem which has motivated the 
work in Rl and in the present paper is the determina­
tion of the limiting value of the Nth root of the 
transmitted amplitude 

lim [T~N(co)] = lim IDNI-1
/
N 

N~oo N-+oo 

= exp [-cx(co, Q, c)]. 

In Rl it was shown that (i) cx(co, Q, c) > 0 for 
sufficiently small values of c at any given co for 
IQI > 0 and (ii) cx[sin (11'7/2s), Q, c] > 0 for all values 
of c, 0 < c < 1, and for Q ~ cot (11'/2s) cot (11'7/2s), 
where 7 and s are relatively prime integers. In Sec. 3B 
of this paper, we show that 

cx(co, Q, c) ro.J HI - c)(1 + CQ)-lQ2C02 > 0 

to the lowest order in Qco for co « c < 1, Q ¢ 0, 
and co(IQI + c-1) «1. We conjectured in Rl that 
cx(co, Q, c) > 0 for all values of the parameters: 
o < co < 1, Q ¢ 0, and 0 < c < 1. It may be possible 
to prove the foregoing conjecture by showing that the 
solution Fe [X] of the functional equation (32) has the 
property that the value of cx(co, Q, c) is positive for 
all the above values of the parameters. Thus far, with 
the exception of the restricted case treated in Sec. 3B, 
we have not succeeded in carrying out this program. 
Moreover, the result for cx(co, Q, c) in Sec. 3B was 
derived by first obtaining an explicit expression for the 
solution of the functional equation. 
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The algebraic formulation of quantum statistical mechanics is extended so as to include local un­
bounded observables. We start, in a usual way, with a C*-algebra U of quasilocal bounded observables 
in Fock space :reF, an arbitrary, locally normal state 4> on U, and a corresponding Gel'fand-Naimark­
Segal (GNS) representation Rq, of U in a Hilbert space f)q,. We then construct a set ClL of local, closed 
operators whose domains are dense in :reF' such that ClL includes all the local observables of the system. 
The representation R.p is then extended so as to provide a *-homomorphism of ClL into the closed, 
densely defined operators in f).p. Correspondingly, a number of results previously established for the 
local bounded observables are extended to the unbounded ones. For appropriate classes of locally normal 
states, these extended results include the Kubo-Martin-Schwinger boundary conditions, the spatially 
asymptotic and ergodic properties of space-correlation functions, and the temporally ergodiC properties 
of time-correlation functions. It is also shown that, for locally normal Gibbs states, the time correlations 
between elements of a specified subset of ClL are thermodynamical limits of the corresponding correla­
tions for finite systems. 

1. INTRODUCTION 

The algebraic formulation of quantum statistical 
mechanics has been constructed according to the 
following scheme1.2: 

(i) Let r be the Euclidean space of a physical system 
and let L be the set {A} of all bounded subsets of r. 
One assigns to each A E L a von Neumann algebra 
UA of bounded operators in a Fock space JeF : this 
is the algebra generated by the bounded observables 
for the region A. One then defines U, the C*-algebra 
of quasilocal bounded observables, to be the norm 
closure in UAeL UA • 

(ii) The states of the system are represented by 
positive linear functionals, of unit norm, on U. 

(iii) The Gel'fand-Naimark-Segal (GNS) construc­
tion, corresponding to the state 4>, yields a representa­
tion R", of U in a Hilbert space ,f)", . 

JeF may be expressed2 as a completed tensor product 

Je ® .reA' of Hilbert spaces :reA and .reA' the former 
being the F ock space for the region A. Correspondingly, 

UA = UA ® fA, where UA is an algebra of bounded 

operators in JeA and lA is the unit operator in .reA. 
Likewise, we show in Sec. 2 (Theorem 2.3) that Q A 

can be expressed as a tensor product QA ® lA, where 

QA is the set of all closed, densely defined operators 

affiliated to UA in :reA (of course, our definition of this 
latter tensor product will require an extension of that 
generally employed for bounded operators). Assuming 
4> to be locally normal, we may express4 ,f)q, as a 

completed tensor product f)A ® ~A between two 

Hilbert spaces f)A and ~A' in such a way that, if AA E 

UA and A = AA ® t, then R",(A) = WAAAW-l ® 

,;)A, where WA is an isometry of :reA onto f)A and ~A 
is the unit operator in ~A. Correspondingly, if Q = 
QA ® lA, with QA E QA' we define 

The object of the present article is to extend this 
scheme to local unbounded observables,3 for cases 
where the states concerned are locally norma\.4 The 
restriction to locally normal states is equivalent to 
the assumption that the probability that any A, (E L) 
contains an infinite number of particles is zero.4 Thus (Theorem 4.1) we obtain a consistently defined 

The local unbounded observables may be defined as *-homomorphism R", of QL into the closed, densely 
follows: Let QA be the set of all closed, densely defined defined operators in 55",. Once this homomorphism is 
operators affiliated (in Dixmier's sense5) to UA in constructed, we are able to extend to Q L a number of 
Je

F 
and let Q L = UAEL QA. The unbounded local results previously obtained for U. 

observables correspond to the self-adjoint elements of The article is set out as follows. In Sec. 2, we 
UAeL (Q,JU

A
). derive a number of properties of closed operators in 

We incorporate Q L into the above algebraic scheme abstract Hilbert space that will be needed subse­
by constructing an extension of R", so that it provides quently. In Sec. 3, we define our notation and 
a *-homomorphism of Q L into the closed, densely summarize certain established properties of various 
defined operators in $)",. This construction may be classes of states on U. In Sec. 4, we employ the for­
summarily described as follows. For A E L, the space malism of Sees. 2 and 3 to extend R", from U to U U QL· 

1868 



                                                                                                                                    

UNBOUNDED LOCAL OBSERVABLES 1869 

We then derive corresponding extensions, for appro­
priate classes of locally normal states, of (i) 
the Kubo-Martin-Schwinger boundary conditions 
(Theorem 4.2), (ii) the spatially asymptotic and 
ergodic properties of space-correlation functions 
(Theorem 4.3), and (iii) the temporally ergodic 
properties of time-correlation functions (Theorem 
4.4). In Sec. 5 we show that, in the case of locally 
normal Gibbs states, the time correlations between 
elements of a certain specified subset of QL are 
thermodynamical limits of corresponding correlations 
for finite systems (Theorem 5.1). We also show that 
equations of motion for elements of this subset may 
be represented in the GNS space Sj",. 

2. CLOSED OPERATORS IN HILBERT SPACE 

Let Je be a Hilbert space. We denote the domain 
of an arbitrary operator L in Je by DL . Also, we 
denote the set of all bounded operators in Sj by .'B(Je). 

Let QO be the set of all closed operators6 {Q} for 
which DQ is dense in Je. Thus, if Q E QO, then Q* and 
Q*Q [= (Q*Q)*] E QO. We denote the family of 
spectral projectors for Q*Q by {E;.}, i.e., Q*Q = 
S A dE;.. Also, we denote QE;., by Q;.,. 

Theorem 2.1: Let Q E QO and let A < 00. Then: 

(i) E;.,Je S; DQ • 

(ii) Q;. E .'B(Je). 
(iii) For fixed f E Je, II Qdll is a non-decreasing 

function of A. 
(iv) For fixed f E Je, the following statements are 

equivalent: 
(a) IIQ;.,fIi is a bounded function of A and 

thus, by (iii), converges to a finite limit as 
A~ 00, 

(b) Q;.,j converges strongly as A ~ 00, 

(c) fE D Q . 

Further, in cases where these conditions are satisfied, 
IIQ;.,j11 ::;; IIQ/II, V A < 00. 

(v) s-lim Q;., = Q . 
.. -00 

(vi) s-lim (Q;.,)* = Q* on D Q •• 
;"_00 

Proo!, 

(i) It follows from the definition of E;., that, for 
A < 00, 

E .. Je S; D Q ' Q S; D Q . 

(ii) Since Q is closed, it follows that QE .. (= Q;.,) is 
closed. Further, since E .. Je S; DQ , it follows that 
DQ;. = Je. ·Hence, Q;. is a closed operator whose 
domain is Je and, therefore, Q;. E .'B(Je). 

(iii) Let IE Je. Then IIQ;.,j112 = (QEd, QEd) = 
(E;.,j, Q*QEJ) = (EJ, Q*QE .. f). Hence, since E .. 
is a projection operator that commutes with Q*Q, it 
follows that 

IIQJII2 = (I, Q*QE;.,j). (2.1) 

Likewise, if A < A' < 00, then 

Therefore, 

IIQ;.,1112 - IIQJI12 = II (Q;." - Q .. )fI12 (~ 0) 

if A < A' < 00, (2.2) 

from which it follows that II Q;.,/II is a nondecreasing 
function of A. 

(iv) It follows easily from Eq. (2.2) that (a) <:::> (b). 
Assume (b). Then QE;.,j converges strongly as 

A ~ 00. Hence, since E;.f converges strongly to I and 
since Q is closed, it follows that IE DQ and that 
Q;.,j ~ Qf, strongly. Thus (a) <:::> (b) ~ (c). 

Assume (c). Then (Q - Q;.)/E Je and 

II(Q - Q;.,)/112 = IIQfll2 + IIQJII2 
- (Qf, QJ) - (Q;.,f, QI)· (2.3) 

Since E;.,jE D Q • Q , it follows that QJ(= QEJ) E 
DQ• and, therefore, (Qf, Qd) = (I, Q*QEd) = 
II Qd1l2, by Eq. (2.1). Likewise, (Qd, Qf) = IlQdl12 
and, consequently, by Eq. (2.3), 

It follows immediately that II Qdll is bounded above 
by IlQfll. Hence (c) ~ (b), which completes our proof 
that (a)<=:> (b)<:::> (c). Further, it follows from Eq. 
(2.4) that II QJII ::;; II Q/II when these conditions are 
fulfilled. 

(v) This follows from (iv) and the above derivation 
of (ivc) from (ivb). 

(vi) Since Q;., = QE;." it follows that (Q .. )*:;2 
E;.,Q*. Thus, if/E D Q ., then (Q)*1 = E;.,Q*f Hence 
(Q)*f ~ Q*f, strongly, as A ~ 00, V fE D Q •• QED 

Let E be the Hilbert-Schmidt class of operators in 
Je, i.e., E = {A I A E .'B(Je); Tr (A*A) < oo}. Then E 
is a Hilbert space, with (A, Bh = Tr (A*B), and 
strong convergence in E corresponds to ultrastrong 
convergence in Je. 

Let p be a density matrix in Je, i.e., 

(2.5) 

where the Cn are real positive numbers such that 
! Cn = I and {En} is the set of I-dimensional projec­
tors corresponding to an orthonormal set of vectors 
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{j.,}. Let flp be the subset of ao defined by 

flp == {Q I Q E aD, Un} E DQ , ~ c~ IIQI.,11 2 < oo} 
or, equivalently, by flp = {Q I Q E ao, Qpf E .2}. We 
define 

Tr{Q'pQ*) = (Qpf, Q'pf)c == I C.,(Qln' Q'I.,), 
n 

v Q, Q' E I1p • (2.6) 

It is evident that this reduces to the usual definition of 
Tr (Q' pQ*) in cases where Q, Q' E .'B(Je). It may be 
noted that the sum in Eq. (2.6) is absolutely conver­
gent, by virtue of our definition of I1p . 

Theorem 2.2: Let Q, Q' E ao. Then: 

(i) Q E I1p if and only ifTr (Q .. p(Q .. )*) is a bounded 
function of A; 

(ii) if Q E flp, then Tr (Q .. p{Q,t)*) -+ Tr (QpQ*) 
as A -+ 00; 

(iii) if Q, Q' E I1p, then 

Tr (Q~,p(Q .. )*) -+ Tr (Q' pQ*) 

as A, ),,' tend independently to 00. 

Proof' 

(i) Let Q E I1p • Then it follows from Theorem 
2.1{iv) and Eq. (2.6) that 

Tr (Q,tp{Q,t)*) ~ Tr (QpQ*) < 00, 

and thus Tr (Q,tp{Q,t)*) is a bounded function of A. 
In order to prove the converse, we note that, by 

Eqs. (2.2) and (2.6) and our definition of .2, 

IIQ,\'p! - Q,tp!lI~ = IIQ,t,pill~ - IIQ,\pfll~ 
for A < )'" < 00. (2.7) 

Proceeding as in Theorem 2.1(iv), we find from this 
equation that, if IIQ,\pfIlH= Tr (Q;.p(Q;.)*)] is a 
bounded function of A, then Q,tpf converges strongly 
in .2 to A, say, as A -+ 00. Thus Q;.pf converges 
ultrastrongly and, hence, strongly to A in Je, as 
A -+ 00. Let {gm} be an orthonormal set of vectors, 
complementary and orthogonal to {In} in Je. Then 

AI .. = s-lim QJ./JI .. 
,\-+ 00 

and 
Agm == s-lim QJ.pi gm' 

J.-+ 00 

Hence, by Eq. (2.5) and our definition of {gm}, 

AI .. == s-lim c!Q,tln and Agm == O. 
.. -+00 

In view of Theorem 2.1(v) and Eq. (2.5), it follows 
that A = Qpt. Therefore, since A E .2, it follows that 
Q E flo, as required. 

(ii) Let Q E flp . Then Qp! E.2 and thus, by Eqs. 
(2.4) and (2.6), 

II(Q - Q,)pfll~ == IIQpfll~ _ IIQ;.ptll~. (2.8) 

As proved in the course of the above derivation of 0), 
it follows that, if Q E flp, then Q;.pf -+ Qpf, strongly 
in .2, as )" -+ 00. Consequently, by Eqs. (2.6) and 
(2.8), Tr (Q;.p(Q,t)*) -+ Tr (QpQ*) as A -+ 00. 

(iii) Let Q, Q' E I1p • Then Qp!, Q'p! E.2, and 

I(Qpf, Q' pi)1l - (Q,tpf, Q;:pf)1l1 

= I (Q;,pf, (Q' - Q~,)p!)1l + «Q - Q.I)pf, Q' pf)1l1 

~ IIQ;,pf ll 1l Il(Q' - Q~.)pfll1l 
+ IIQ'pf ll 1l Il(Q - Q,,)p!II1l . 

By Eq. (2.8), II Q,tp!U1l ~ II Qpf ll1l . Hence, the above 
equality implies that 

I(Qpf, Q' pf)1l - (QlptQ~i)1l1 
~ IIQpf ll1l Il(Q' - Q~,)p!llll 

+ IIQ' pill1l II(Q - Ql)P!Il1l' 

Hence, by Eqs. (2.6) and (2.8), 

ITr (Q' pQ*) - Tr (Q~·p(Q,t)*)1 

~ [Tr(QpQ*)]f[Tr(Q'pQ'*) - Tr(Q~.p(Q~')*)lf 
+ [Tr (Q'pQ'*)]![Tr (QpQ*) - Tr (QlP(Q,)*)]t. 

(2.9) 
It follows from this equation and (ii) that 

Tr (Q~'P(Ql)*) -+ Tr (Q'pQ*) 

as )", ),,' tend independently to 00. QED 

In the remainder of this section, it is assumed 
that Je is the completed tensor product of Hilbert 

spaces .re and ie, i.e., Je = .re ® ie. Denoting the unit 

operators in .ie, :ie by J, i, respectively, we define a 
to be the set of all closed, densely defined operators in 

~ A 

Je that are affiliated to the algebra .'B(Je) ® I. Thus a 
is the subset of aD that commutes with 1 ® .'B(Je); 
i.e., a = {Q I QEao, AQ £; QA, VA El® .'B(Je)}. 
The set of all closed, densely defined operators in Je 
will be denoted by a. 

Theorem 2.3: 
(i) If Q E a,/E.re, xo (;o!' 0) E ie, andf® XO E D Q ., 

thenf® X E DQ , V X E:Je . 
(ii) If Q E a, then Q induces an operator {l in .fe, 

suchthat{l Ea, Dq, == {lifE Je,f® X E DQ, V X EJe}, 
and Q(j ® X) = (Qf) ® X· 
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(iii) If Q E a, theI1' 3 a unique element Q of a that 

induces Q in X, as in (ii). 

Thus, there is a bijective mapping of a onto a such 

that each Q (E a) induces a unique operator Q (E a) 
in Je. We denote this mapping by 12= Q ® 1, thereby 
extending the definition of tensor product generally 
employed for bounded operators. 

Proof: 

(i) Let A be the element of .'B(i) defined by 

AXo = x' AX~ = 0, 

where xt is the orthogonal complement of XO in ie; 
and let A = 1 ® A. Thus 

A(f® Xo) = f® x, V fE:Ie. (2.10) 

It follows from the definition of a that, if Q E a and 
f® XO E DQ" then A(f® Xo) E DQ • Thus, by Eq. 
(2.1O),f ® X E DQ • 

(ii) It also follows from the same assumption that, 
in view of Eq, (2.10), 

Q(f® X) = QA(f® Xo) = AQ(f® Xo)· (2.11) 

Further, Eq. (2.10) implies that A:Ie £; .re ® x. Hence 

AQ(f ® Xo) is of the form g ® X where g E Je. Thus, 
by Eq. (2.11), 

Q(f® X) = g ® x· (2.12) 

Applying this result to the case where X = Xo, we 
find that 3 go E Je such that 

Q(f® Xo) = go ® Xo. (2.13) 

Hence, by Eq. (2.11), A(go ® Xo) = g ® X, and thus, 
by Eq. (2.10), g ® X = go ® X, i.e., g = go. This 
implies that g is independent of X. Consequently, it 
follows from Eq. (2.12) that Q induces an operator 

Q in Je, where Q is defined by 

DQ = {f I fEJe,f!S!1p E DQ , V X EX}, 

Q(f® X) = (Qf) ® X· 

It follows easily from this definition that, since Q E a, 
then Q is closed and densely defined in Je, i.e., QEd. 

(iii) Let Q E a, and let Q' be the associated operator 
in :Ie, defined by 

DQ, = L~/n ® Xn lin E DQ , Xn EX, N < oo} 
and 

N N 
Q' I In ® Xn = I (Oln) ® Xn . 

1 1 

Since Q is closed and densely defined in ie, it follows 
from this definition that both Q' and its adjoint are 
densely defined in :Ie. Therefore, the minimal closed 
extension? of Q' is (Q')** = Q, say. Since 1 ® .'B(Je) 
commutes with Q', it follows that it also commutes 
with Q and, hence, Q E a. Thus, Q is an element of a 
that induces Q in :reo 

Suppose that there is another element of a, namely 

Q", that induces Q in :reo Then it follows from our 
definitions of Q' and Q that Q' £; Q £; Q", which 
implies that DQw",pQ is nonvoid, since Q" ¥ Q. 

Let tp be a nonnull element of DQw"'-..DQ, and let cfr 
be a complete orthonormal set of basis vectors in 

i. Then we may express tp in the form 
<Xl 

tp = I In ® On' with {On} E 'i1. (2.14) 
n=l 

Let P n be the projection operator for On in ie, and let 
Pn = 1 ® Pn • Then, since Q" E a and tp E DQw, it 
follows that Pntp = fn ® On E DQ>. Hence, since Q" 
induces Q in Je (by definition), it follows that 

Q"(fn ® On) = Q(fn ® On) = Q'(fn ® On) 

= (Qfn)®On. (2.15) 

Let MN = If Pn • Then it follows from Eq. (2.14) 
that 

(2.16) 

and, therefore, by Eq. (2.15), that 
N 

Q"MNtp = QMNtp = Q'MNtp = I (Qln) ® On· 
1 

(2.17) 

Further, since tp E DQN, Q" E a, and MN E 1 ® .'B(X), 
it follows that MNQ"tp = Q" MNtp. Hence, by Eq. 
(2.17), 

(since MN is a projector), (2.18) 
and 

IIQMN,tpI12 - II QMNtp II 2 = IIQMN,tp - QMNtpIl2(~ 0), 

for N < N' < 00. (2.19) 

It follows from these last two equations that IIQMNtp/i 
is a bounded nondecreasing function of N. Thus 
IIQMNtpll converges to a finite limit as N -+ 00 and, 
consequently, by Eq. (2.19), QMNtp converges 
strongly as N -+ 00. Further, it follows from Eqs. 
(2.14) and (2.16) that MNtp -- tp, strongly, as N -- 00. 

Hence, since Q is a closed operator, tp ED Q • This con­
tradicts the assumption that tp E DQN"'-..DQ and thus 
refutes the supposition that a contains an element 
other than Q that induces 0 in X. 
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Corol/ary: Let Q (E 0) induce (} (E €l) in :ie; i.e., 
Q=(}®i.Let 

00 

HEX) = Ign ® ()n, 
n=1 

where {()n} belongs to the complete orthonormal basis 

'IJ of k. Then ; E D Q if and only if 

N 
{gn} E D and I (}gn ® ()n 

1 

converges strongly as N --+ 00, in which case 

00 

Q; = I(}gn ® ()n' 
n=l 

Proal' Let P nand M N be defined as above. Then 

P n; = gn ® 8n , (2.20) 

N 

M,\'; = I gn ® 8n , N < 00, (2.21) 
1 

(s, X)-lim M N ; = ;. (2.22) 
N->oo 

We assume first that; E DQ . Then, since Q E 0, it 
follows that {Pn ;} E DQ and hence, by Theorem 2.3 
and Eq. (2.20), that {gn} E DQ and Q(gn ® On) = 
(}gn ® ()n' It also follows that M N ; E DQ and that 
QMN; = MNQ;. Hence, by Eq. (2.21), 

N 

and that 
00 

Q; = s-lim QMN ; = I (}gn ® ()n' 
.l'V-+GO 0 

QED 

Theorem 2.4: Let Q = (} ® 1 and Q' = (}' ® 1 be 
two elements of O. Then: 

(i) Q* = (}* ® 1 (E 0); 

(ii) if Q + Q' E 0, then Q + (}' E d and 

Q + Q' = (Q + (}') ® 1; 

(iii) if QQ' E 0, then QQ' E d and QQ' = QQ' ® 1; 
(iv) if (} + (}' Ed, then Q + Q' £ (Q + (}') ® 1; 
(v) if QQ' E d, then QQ' £ (}Q' ® 1. 

Proof: 
(i) It follows from the definition of Q that, since 

Q E Q, then Q* EO. Hence, by Theorem 2.3, Q* 

induces an operator S, say, in :ie, where SEd; i.e., 
Q* = S ® 1. LetfE D'Qandg E Ds. Then Q(f® X) = 
(Qf) ® X, and Q*(g ® X} = (Sg) ® X. Thus, since 
(f®x,Q*(g®x» = (Q(j®X),g®X), it follows 
that (j, Sg) = (Qf, g). Hence, S = (}* and, therefore, 
Q* = (}* ® I. 

(ii) Let Q" = Q + Q' E Q. Then it follows from 

Theorem 2.3 that Q" = (}" ® 1 (with (}" E Q) and that, 

if X is a nonnull element of ie, 
(jE DQR) -¢:?(j® X E DQ.) -¢:?(j® X E DQ () DQ,) 

MNQ; = IQgn ® ()n' 
1 

(2.23) -¢:? (f E D'Q () DQ,) -¢:? (f E DQ+Q,). 

Since MN is a projection operator and since {On} is 
an orthonormal set, it follows from this equation that 

N 
I IIQgnll 2 = II M xQ;112 ~ IIQ;11 2 (2.24) 

1 

and 

N' 
I lIQgnl1 2 = IIM""Q; - M.vQ;1I2, for N' > N. 
l.V 

(2.25) 

It follows from Eq. (2.24) that the sum If II(}gn11 2 

is bounded above and, therefore, converges to a finite 
limit as N --+ 00. Consequently, by Eq. (2.25), MNQ; 
converges strongly as N --+ 00 and, hence, by Eq. 
(2.23), If Qgn ® ()n converges strongly as N -+ 00. 

Conversely, we assume that {gn} E DQ and that 
If (}gn @ On is strongly convergent as N -+ 00. Then 
it follows from this assumption and Eq. (2.21) that 
M N ; E DQ and that QMN ; (= If Qgn ® en) con­
verges strongly as N -+ 00. Therefore, since Q is a 
closed operator, it follows from Eq. (2,22) that; E DQ 

Thus D'QN = D'Q+'Q" Further, if f lies in this domain, 
then 

(Q"f) ® X = Q"(j® X) = Q(j® X) + Q'(j® X) 

= [«(} + (}')f] ® x· 
Hence, (Q + Q') E (2 and Q + Q' = (Q + Q') ® i. 

(iii) Let Q" = QQ' E Q. Then it follows from 
Theorem 2.3 that Q" may be expressed in the form 

Q" = Q" ® I, with (}" E d, and that, if X is a nonnull 

element of .re, 
(jE DQ.) -¢:?(j® X E DQR) 

-¢:?{(f@ X E D Q,) and (Q'(f@ X) E DQ)} 

-¢:?{(fE DQ,) and (Q'jE DQ)} 

-¢:? (f E DQQ,). 

Thus D'Q = DQQ,. Further, if f lies in this domain, 
then 

(Qllf) @ X = Q"(f@ X) = QQ'(j@ X) 

= Q«(}'j) @ X) = (QQ'j) @ x· 

Hence Q" = QQ' and, therefore, QQ' = (QQ') @ I. 
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(iv) Let ~ E D Q+Q, == DQ n D Q,. Then it follows 
from the Corollary to Theorem 2.3 that, if 

00 

~ = ! gn Q9 On' with {On} E 'iJ, 
1 

then 
00 00 

Q~ = ! (Qgn) Q9 On and Q'~ = !(Q'gn) Q9 On' 
1 1 

these sums being strongly convergent. Hence 
00 

(Q + Q')~ = ! (Q + Q')gn Q9 On' 
1 

this latter sum also being strongly convergent. In 
view of this convergence, it follows from the Corollary 

to Theorem 2.3 that, if (Q + Q') E Q, then ~ E 

D(Q+Q')®1 and 
00 

«Q + Q') Q9 J)~ = ! (Q + Q')gn Q9 On' 
1 

i.e., [(Q + Q') Q9 J]~ = (Q + Q')~, V ~ E DQ+Q,. Thus 

(Q + Q') £ (Q + Q') Q9 J, if Q + Q' E Q. 
(iv) Let ~ E DQQ " i.e., ~ E DC), and Q' ~ E DQ • It 

follows from the Corollary to Theorem 2.3 that, if 
00 

~ = ! gn Q9 On' with {On} E 'ir, 
1 

then 
00 00 

Q'~ = :2 Q'gn Q9 On and QQ'~ = !QQ'gn Q9 On' 
1 1 

this latter sum being strongly convergent. In view of 
this convergence, it follows from the Corollary to 

Theorem 2.3 that, if QQ' E 21, then 
00 

"L,QQ'gn Q9 On = (QQ' Q9 J)~, 
1 

i.e., 
(QQ' Q9 J)~ = QQ/~, V ~ E DQQ ,. 

Proof" 
(i) Since Q E Q, it follows from Theorem 2.4(i) 

that Q* E Q. Hence i Q9 :B(J£) commutes with Q and 
Q* and thus with Q*Q. Therefore, since Q*Q E QO, 

it follows that Q*Q E Q. Consequently, by Theorem 
2.4 (iii) , 

Q*Q = Q*Q Q9 1. (2.26) 

Since i Q9 :B(Je) commutes with Q*Q, it also commutes 
with {E;.}. Thus E;. E :B(Je) Q9 J; i.e., E;. may be 
expressed in the form 

E;. = E; Q91, (2.27) 

where E~ E :B(JC). Since E;. is a projector in Je, it 

follows that E~ is a projector in :ie. 
lt follows from the definitions of Q*Q and E;. that 

Q*QE;., E;.Q*Q, Q*Q(I - E;.), and (1- E;.)Q*Q E 

Q. Hence, by Theorem 2.4(iii) and Eqs. (2.26) and 
(2.27), 

Q*QE;. = Q*QE; @ 1, E;.Q*Q = E;Q*Q @ 1, 
Q*Q(I - E).) = Q*Q(i - ED Q9 I, (2.28) 

(I - E))Q*Q = (i - EDQ*Q Q9 J. 

Now the spectral projector E;. is uniquely defined as 
the projection operator for which 

E;.Q*Q £ Q*QE;., Q*QE).::;; AE)., 

Q*Q(I - E;.) > A(I - E)} (2.29) 

Hence, by Eqs. (2.27)-(2.29), 

E;Q*Q £ Q*QE~, Q*QE~::;; ).E~, 

Q*Q(i - ED > A(i - ED. (2.30) 

Since E~ is a projector, it follows from Eqs. (2.30) 
that E~ = E;.. 

Thus QQ' £ QQ' Q9 J if QQ' E Q. QED Consequently, by Eq. (2.27), E;. = E;. Q9 J. 

Theorem 2.5: Let Q = Q Q9 J (Q E Q, Q E Q) and 
let {EJ and {E;.} be the families of spectral projectors 
for Q*Q and Q*Q, respectively. Let Q;. = QE;. and 
Q;. = QE;.. Then: 

(i) E;. = E;. Q9 1; 
(ii) Q;. = Q;. Q9 J; 

(iii) if ~ E Je, then ~ E DQ®I if and only if 
II (Q). @ 1)~11 is a bounded function of A, in which case 
H(QA ® I);-H ~ II(Q ® 1);-11, V A < 00: 

(iv) 

(5, Je)-lim (QA ® J) = reS, JC)-lim Q;.] ® 1; 
),-HO 

(v) [(QA)* Q9 J] -->- Q* Q9 1, strongly, on D Q .®l as 
A -->- 00. 

(ii) This follows from (i) and Theorem 2.4(iii). 
(iii) This follows from (ii) and Theorem 2.1 (iv). 
(iv) This follows from (ii) and Theorem 2.1 (v). 
(v) This follows from (ii) and Theorems 2.1(vi) 

and 2.4(i). QED 

3. STATES OF PHYSICAL SYSTEMS 

Let r be a v-dimensional Euclidean space and let L 
be the set of all bounded, measurable subsets 1\ of r. 
We shall denote the Hilbert spaces of real square­
integrable functions on r and A by L and LA' respec­
tively. Points in r will be denoted by x or y. 

In the Fock representation of L, corresponding to 
canonical commutation relations (CCR's) or canonical 
anticommutation relations (CAR's), each elementfof 
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C is associated with a pair of operators a(f), 
a*(f) [= (a(f)*] in a complex Hilbert space JeF , 
with unit operator IF, such that 

[a(f), a*(g)]± = (f, g)rJ F, [a(f), a(g»)± = O. 

The space Jep contains a "vacuum vector" o.p, 

possessing the property that a(f)o.F = 0, VfE L. 
Further, the space Jep may be generated by repeated 
application of the a*(f)'s to o.F' Thus Jep may be 
expressed as a direct sum 

00 

JeF = I ~ JeW), (3.1) 
n=O 

where Je~) consists of scalar multiples of o.F and 
where Jej,~d is the subspace of Jep generated by apply­
ing monomials of order n in the a*(f)'s to o.F' We 
define EF to be IF in the case of CCR's and to be the 
projection operator for leven n ® Je;) in the case of 
CAR's. 

The Fock representation for tA may be embedded 
in the above structure, since JeF may be expressed as 

a completed tensor product of Fock spacesJeA andkA , 

c~rresponding to A (i.e., to I:A) and r"A, respectively 
(cf. Ref. 2): 

(3.2) 

Let UA and UA be the algebras of bounded operators 

in Jep and JeA , defined by 

U;\ = UA ® lA = [.'B(.iA) ® IA] n (£p)', (3.3) 

where (£F)' is the commutant of EF . Thus UA is the 
von Neumann algebra generated, in the case ofCCR's, 
by {exp i[a(f) + a*(f»), exp [a(f) - a*(f)] IfE LA} 
and, in the case of CAR's, by even monomials in 
{a(f), a*(f) IfE LA}' We define U to be the norm 
closure of UL == UAEL UA • Thus UL is the algebra of 
all local bounded observables, and U is the C*­
algebra of quasilocal bounded observables. 

It follows from our definitions that UA is isotonic 
w.r.t. A, i.e., (UA,:J UA) <=> (A' :J A). Further, U 
has the property of local commutativity, i.e., UA 

commutes with UN if A n A' is void. 
The set r is unitarily represented in JeF by the 

transformation group {UF(x)}. defined by 

UF(X)o.F = o.F 
and 

with 
f",(y) == f(y - x). 

where A + x is the set obtained by translating A 
through x. Hence y",: U ~ U; i.e., {y",} is a group of 
automorphisms of U, corresponding to translations in 
r. Further, it follows from Eq. (3.6) and the local 
commutativity of U that this latter algebra is asymp­
totically Abelian w.r.t. r, i.e., II [y",A, BLiI ~ 0 as 
Ixl ~ 00, V A, B E U. 

In certain cases, there is also a homomorphism T 

of the real line. T = {t} onto a group of unitarily 
implemented automorphisms {Tt } of U. In such cases 

(3.7) 

where {V pet)} is a unitary representation of T. It will 
be assumed that the automorphisms Tt, when they 
exist, correspond to time translations. 

Let e be the state space of U. Thus e is the convex, 
w*-compact set 

{rfo I rfo E U*, rfo(A*A) ~ 0, V A E U, Ilrfollu* = I}. 

The GNS representation of U, corresponding to the 
state rfo, is a *-homomorphism R", of U into the 
bounded operators in a Hilbert space 5)"" with cyclical 
vector 0.",. This representation has the property that 

(3.8) 

We shall denote the projection operator for 0.", by 
£(0",). 

Let e L be the set of all locally normal states on U. 
Then, if rfo E eL , 5)", may be expressed8 as a completed 
tensor product 

(3.9) 

of two Hilbert spaces ~A and ~A' in such a way that 

R",(AA ® IA) = WAAAWAI ® 5 A, V AA E UM (3.10) 

where WA is an isometry of JeA onto f>A and JA is the 

unit operator in f>A . 

Let e} be the set of all r-invariant states on U, i.e., 

e~ = {rfo I rfo E e, rfo(y",A) = rfo(A), V A E U, X E r}. 
Thus, if rfo E ~, it foIlows9 that the transformation 
RiA) -+ Riy",A) is unitarily implementedin 5)"" i.e., 

R",(y.,A) = U",(x)R",(A)U",(x)-l, U",(X)-l = U",(x)*, 

(3.11) 
and that 

(3.12) 

Let 
y.,A == UF(x)AUF(x)-l, V A E U. 

Then it follows that 

We shall denote the projection operator for the sub­
(3.5) space of Sj", spanned by all r-translationally variant 

vectors by Errfo(O), i.e., 

y.,U;\ = UA+." (3.6) E~(O)Sj", = {1jJ I 1jJ E Sj"" U ",(x)1jJ = 1jJ, V X En. 
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Let Cr be the subset of C~ for which U.,(x) is 
strongly continuous1o w.r.t. x in Sj.,. We define S to be 
the subset of Cr for which 0., is the only r-invariant 
vector in Sj." i.e., S = {cP I cP E Cr , E(O",) = E",(O)}. 
Thus Sr consists of r-ergodic states on U. Further, 
as U is asymptotically Abelian w.r.t. r, it followsll 

that Sr consists precisely of the extremal elements of 
the convex, w*-compact set Cr. 

In cases where the homomorphism 'T: T -+ {'Tt} 
exists, we define 

C~ = {cp I cP E C, cp('TtA) = cp(A), V t E T, A E U}. 

Thus, C~ corresponds to the set of time-translation ally 
invariant states. It follows from our definition that, 
if cP E C~, the transformation R",(A) -+ R",('TtA) is 
unitarily implemented in 5)"" i.e., 

R",(TtA) == V",(t)R",(A)V",(t)-l, 

V.,(t)-l = V",( -t) = V",(t) * , (3.13) 

and that 
(3.14) 

We shall denote by Er(D) the projection operator for 
the subspace of Sj", given by 

{tp Itp E 5)"" V",(t)tp = tp, V t E T}. 

We define CT as the subset of C~ for which V",(t) is 
strongly continuous w.r.t. t in 5)"" and we define ET 
as the subset of CT for which 0", is the only T­
invariant vector in 5)",. Thus ET is the T-ergodic subset 
of CT' 

The subset of CT that satisfies the Kubo-Martin­
Schwinger boundary conditions will be denoted by 
CKMS ' As shown by Haag et al. (Ref. 1), these con­
ditions may be reformulated as follows. Let f be a 
~-class test function on T, and letft be the associated 
S-class function defined by 

Nt) = L: dwf(w) exp w(l + it), 1 E T. (3.15) 

Then cP E CKMS if and only if there exists a real positive 
quantity 8 such that 

f dtfit)CP(B('TtA» = f dtCP«TtA)B)fo(t), 

V A, B E Ill, fE~. (3.16) 

The quantity () corresponds to the inverse temperature 
in cases where cP is a Gibbs state of the type formulated 
by Haag et al. 

The set of all factor states on U will be denoted by 
:F. The sets :F (') Cr and :F (') CT will be denoted by 
:F rand :F T, respectively, and the convex hull of :F r 
will be denoted by :F~. Thus :FrS; Er , :F T S; ET , 

:F~ s Cr , and CKMS (') &T s; :F T. 12 

We conclude this section with a definition and three 
lemmas. 

Definition 3.1: Following Kastler and Robinson,13 
we define an M-filter14 as a set of functions hl(x), 
where the index lET and where (i) ht<x) ~ 0, (ii) 
S r dxhl(x) = 1, (iii) S r dx Ihl(x + y) - hl(x)l- 0 
as 1- 00 for any fixed y E r. Then, if g(x) is a measur­
able function on r such that S r dxhl(x)g(x) tends to a 
limit g, as / -+ 00, and if g is the same for all M­
filters, we say that Mg(x) exists and is equal to g. 

Lemma 3.1: 

(i) If cP E Cr and tpl' tp2 E Sj"" then M(tpl' U",(x)tpa) 
exists and = (tpl, E~ (O)tpJ. 

(ii) If cP E CT and tpl, tp2 E 5)"" then 

! itdU(tpl' Vq,(U)tp2) -+ (tpl' E~(0)tp2) as t -+ 00. 
t 0 

Proof' Ref. 13, Lemma I. 

Lemma 3.2: If cP E:F~, then U",(AX) -+ E~(O), 
weakly, as A -+ 00, V x¥: D. 

Proof' Let cP E:Ff· Then cP may be expressed as a 
direct integral over :Ff. Thus, denoting the elements 
of:F by {CPa}, we have 

cP = r CPa df-l( rx), (3.17) J3'r 
where f-l is a measure on the index set {rx}. Corre­
spondingly, 

(5)"" 0"" R"" U ",(x» 

= f3'rEB df-l(rx)(Sj"'a' O"'a' R",«, U"'a(x», (3.18) 

Since CPa. E :Frs Er , it follows that 0",« is the only 
r-invariant vector in 5)",a. and, consequently, 

E~(O) = f EB df-l(rx)E(O",). (3.19) 

Further, since CPa is a r-invariant factor state on the 
locally commutative algebra U, it follows from a 
theorem due to Araki15 that 

cp,,«y;..,A)B) -+ cp,,(A)CPa(B) as A ~ 00, 

V A, B E U, x ¥: O. (3.20) 

Hence, by Eq. (3.17) and Lebesgue's theorem, 

cp«y;..,A)B) - f df-l(rx)CPa(A)CPa.(B) as A - 00, 

V A, B E U, X =;l: O. (3.21) 
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By Eqs. (3.8), (3.11), and (3.12), the lhs of Eq. (3.21) 
equals (U",(h)R",(A*)n"" R",(B)n",) and, by Eqs. 
(3. I 8) and (3.19), the rhs of Eq. (3.21) equals 

f:F/,u«(1.)(R"'a(A*)n4>a' n4»(n"'a' R"'a(B)n",) 

= (RiA *)nq" E~(O)Rq,(B)nq,). 

Hence we may rewrite Eq. (3.21) as 

(Uq,(),x)R",(A*)nq,' Rq,(B)nq,) 

~ (Rq,(A *)nq" E~(O)Rq,(B)nq,), 

as A ~ 00, V A, B E U, x ¥- O. 

Therefore, because R",(U)n", is dense in SJq, and 
because E;r(O) is a projection operator, it follows that 
U",(AX) ~ E';(O), weakly, as A ~ 00, V x¥- O. QED 

Lemma 3.3: Let ~tp be a vector state on U corre­
sponding to 1p E SJq" i.e., ~f>(A) == (1p, R<J>(A)1p). Then 
~tp E CL if~ E CL . 

Proof' Let ~ E CL , and let A = AA (8) IA (E UA). 

Then it follows from Eq. (3.10) and our definition of 

~tp that 

~iA) = (1p, (WAAAW-l (8) JJ1p). 

Hence, proceeding as in the theorem of Ref. 4, we 

find that there exists a density matrix atp in .reA such 
that 

~tp(AA (8) IA) = Ty - (atpAA) , V AA E UA • 
.leA 

Thus, ~tp is locally normal. 

Corollary 1: If ~ E CL and ~ = (1.~1 + (1 - (1.)~2' 
with 0 < oc < 1 and ~1' ~2 E C, then ~1' ~2 E CL · 

Proof' Corresponding to ~ = (1.~1 + (I - OC)~2' 
we have 

and 

SJ", = SJq,l EB SJq,2 ' 

Rq, = Rq,l EB Rq,2' 

Thus CP1' CP2 are vector states corresponding to nc/>" 
0."'2 E SJq, and, hence, if cP E CL , then ~1' ~2 E eL · 

QED 

Corollary 2: If ~ E eL n er (resp eL neT) and if 
cP = (1.~1 + (1 - OC)~2' where ~1' ~2 E Cr (resp eT ) 

and 0 < oc < 1, then CP1' CP2 E eL nCr (resp CL n 
CT )· 

Proof' This follows immediately from Corollary I. 
QED 

4. REPRESENTATION OF ALL LOCAL 
OBSERV ABLES 

Let Q~ denote the set of all closed, densely defined 
operators in JeF . We define QA to be the subset of Q} 
affiliated to UA , i.e., QA = {Q I Q E Q}, BQ £; 

QB VB E U~}, and we define QL = UAEL QA' Thus 
UA (resp UL) is the set of all bounded elements of QA 

(resp QL)' It will be assumed that the self-adjoint 
elements of QL correspond to the local observables of 
the system. 

It follows from the above definition that QA is 
isotonic w.r.t. A, i.e., (QA::l QA') <=> (A ::l A'). 
Corresponding to each Q E QL' we define 

~Q = {A I A E L, Q E QA}' 

Thus, in view of the isotony of QA w.r.t. A, it follows 
that, if A E ~Q and A' ::l A, then A E ~Q • 

Let Q~ be the set of all closed, densely defined 

operators in .reA' Then it follows from Theorem 2.3 

that QA induces a subset QA of Q~ in .reA' this subset 

being defined16 by QA = QA (8) I~. Hence, if A E ~Q ' 
then Q induces an operator QA (E QA) in .reA' where 

Q = QA (8) fA' 
We extend the spatial and temporal translation 

operators, y", and 7't, from UL to QL by the prescrip­
tions 

y",Q = UF(X)QUF(x)-l, V Q E QL' (4.1) 
and 

(4.2) 

It follows from Eq. (4.1) that, since EF commutes with 
UF(x), then y",QA = 12M ", and thus y",QL = QL' On 
the other hand, Eq. (4.2) does not necessarily imply 
that 7'tQ L = QL' 

The following definition serves to extend the repre­
sentation Rq, from U to U U QL' in cases where 

~ECL' 

Definition 4.1: Let Q E QL' A E LQ' Q = QA (8) lA' 
and ~ E eL . Then we extend Eq. (3.10) from UA to QA 

by defining Rq,(Q) = WAQAW-l (8) JA • 

Note: Since WA is an isometry of .reA onto f>A' 
it follows from Theorem 2.3 that Rq,(Q) is a closed, 
densely defined operator in SJq,. 

The next theorem [specifically parts (ii) , (iii), (v), 
(vii)] shows that Definition 4.1 provides a consistently 
defined *-homomorphism R", of QL into the closed, 
densely defined operators in SJ", . 

Theorem 4.1: Let ~ E CL and let Q, Q' E QL' Then: 

(i) R",(Q) = (s, SJq,)-lim;.~oO R",(Q,), with Q;. de­
fined as in Sec. 2; 
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(ij) R.p(Q) is independent of the choice of A from 
1:Q in Ref. 4, Sec. I; 

(iii) R",(Q*) = (RlQ))*; 
(iv) R.p«Q)J*) ~ R",(Q*), strongly, on DR.p(Q_) as 

A- 00; 
(v) if (Q + Q') E QL' then R,p(Q) + R,p(Q') ~ 

R,p(Q + Q'); 
(vi) if QQ' E elL' then R",(Q)R.p(Q') ~ R",(QQ'). 

Proof . 
(i) Let Q, Q;., QA' and QA). correspond to Q, QA' 

Q, and Q;., respectively, of Theorem 2.5 (with .reF' 
:leA' and .reA corresponding to .re, :reI' and Je). Since 
Q E QA' it follows from the definition of elA that 
Q*, Q*Q, E;., and Q;. E elA • Since by Theorem 2.1(ii) 
Q;. is a bounded operator (for A < (0), it follows that 
Q). E UA and, correspondingly, that QAJ,. E UA . Hence, 
by Theorem 2.5(ii) and Eq. (3.10), 

(4.3) 
and 

- -1 ... 
R",(Q;) = WAQA,tW A ® JA • (4.4) 

Since WA is an isometric transformation fromXA onto 

~A' it follows from Theorem 2.1(v) that 

(4.5) 

Moreover, we may apply Theorem 2.5(iv) to Eq. (4.4) 
in the form 

(S, ~,pHimR.p(Q).) = res, ~A)~ lim (WAQA/lW'Al)J @ 3M 
,A-i-C() Jl-+ct) 

i.e., by Definition 4.1 and Eq. (4.5), 

(s, ~",)~lim RlQ) = R,p(Q). 
,1_00 

(ii) Since R,p(QJ E R,p(U), it follows that R.p(Q;) 
is independent of the choice of A from kQ. Hence, 
by 0), R",(Q) is likewise independent of this choice. 

(iii) Since Q = QA @ lA, it follows from Theorem 
2.4(i) and Definition 4.1 that 

* I'l* -Q = l.:!A ® lA' 

and 
R.p(Q*) = WAQ~WAl ® JA , 

(R,p(Q)* = (WAQ1\ W::\l) * ® J A • 

Hence, since WA is isometric, R,p(Q*) = (R,p(Q»*. 
(iv) Since R", is a *~representation of U, it follows 

from Eq. (4.4) that R",«Q)*) = WA(QA;.)*WAI @ 31\' 
Hence, by Theorem 2.5(v), 

R",«Q)*) ~ R.p(Q*), strongly, on DR.p{Qo) 

as A. ........ 00. 

(v) Assume that Q, Qf and (Q + Q') E QL' Let 
Al E ~Q' A2 E ~Q" and Aa E' ~I,HQ" Then it follows 

from the isotony of elA w.r.t. A that Al u All U Aa E 

LQ fl L Q, fl L Q+Q,. Thus, denoting Al U A2 U As 
by A, we find from Theorem 2.4(ii) that 

Q = QA ® fA' Q' = Q' ® t, 
and 

Consequently, by Definition 4.1, 

,..... -1 A 

R.p(Q) = WJ\QJ\WA @ JA , 

and 
R",(Q') = WAQ~ W'Al ® J A' 

R.p(Q + Q') = WA(QA + Q~)WAI ® 3A • 

Hence, by Theorem 2.4(iv), R",(Q) + R,p(Q') £; 

R,p(Q + Q'). 
(vi) Similarly, it follows from Theorem 2.4(iii), (v) 

and Definition 4.1 that, if Q, Q' and QQ' E QL' then 
R",( Q)R<f>(Q') ~ R",(QQ'). QED 

Definition 4.2: 

(i) For <p E CL fl C~, we define 

R",(YxQ) = U,p(x)R,pCQ)U,,(X)-l, V Q E tlL . 

(ii) For <p E CL It e~, we define 

R,p(TtQ) = V",(t)R",(Q)V.p(tYl, V Q E 0L' 

Note: These definitions serve to extend Eqs. (3.II) 
and (3.13) for R(l'x ... ), R(Tt ... ) from U to U U QL' 

Further, these definitions are consistent with Defini­
tion 4.1. For, if <p E CL It C} and Q E QL' then y", E elL 

It follows, from Eq. (4.1) and the definition of Q). in 
Sec. 2, that (y.,Q);. = y.,(Q)). Hence, by Theorem 
4.10) and Eq. (3.11), the value of R,p(y",Q) that 
follows from Definition 4.1 is given by 

(s, ~.p)-lim R",«y",Q);.) 
k-'oo 

= (s, ~",)~lim Rq,(y",QA) 
""'00 

= (s, ~,p)-hm Uq,(x)R,,(Q;.)U,p(xr1 

""'00 

= U,p(x)R<f>(Q)U.p(xr\ 

in accordance with Definition 4.2(i). Likewise, Defini­
tion 4.20i) is consistent with Definition 4.1 in cases 
where TtQ E tlL' these being the only cases where 
the question of inconsistency could arise. 

Definition 4.3: For <p E CL , we define 

.K", = {Q I Q E QL' nIP E DR.p(Q)}' 

Thus, it follows from this definition and Eq. (3.12) 
that, if c/> E eL It e~ and Q E.K,p, then J'xQ E.K4>' 
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Likewise, if 1> E eL n e~ and Q E 3(,4>' then 04> E 

DR 4>fr,Q)' 

Definition 4.4: 
(i) For 1> E eI. and Q, Q' E 3(,4>' we define 

G4>(Q*, Q') = (R4>(Q)04> , Rq,(Q')04»' 

(ii) For 1> E eI. n 0/., and Q, Q' E 3(,." we define 

G~{Q*, Q' I x) = (R.,(y",Q) 0., , R.,(Q')O.,) 

= (U.,(x)R.,(Q)O." Rq,(Q')04»' 

by Eq. (3.12) and Definition 4.2(i). 
(iii) For 1> EeL n e~ and Q, Q' E 3(,." we define 

Gr(Q*, Q' It) = (R.,(TtQ)O." Rq,(Q')O.,) 

= (V.,(t)Rq,(Q)O." R.,(Q')O.,), 

by Eq. (3.14) and Definition 4.2(ii). 
(iv) For 1> E eI. n e~ and Q*, Q'* E 3(,." we define 

Fr(Q', Q* I t) = (R.,(Q'*)O., , R.,(rtQ*)O.,) 

= GnQ, Q'* It). 

Note: The above definition for G., (resp G~, G~) 
represents the correlation between Q (resp y",Q, TtQ) 
and Q' for the state 1>. In cases where Q, Q' E U, then 
G.,(Q*, Q), G~(Q*, Q' I x), G~'(Q*, Q I 't) reduce to 
1>(Q*Q), 1>«y",Q*)Q), and 1>(hQ*)Q), respectively. 

Lemma 4.1: If 1> E eI. and Q, Q' E ClI. ' then: 

(i) Q E 3(,., if and only if 

1>«Q;.)*Q;.) [= IIR.,(Q;.)0.,11 2
] 

is a bounded function of A. 
(ii) If Q, Q' E 3(,." then 1>«Q;.)*Q~') -.. G.(Q*, Q'), 

as A, A' tend independently to 00, and 

11>«Q;.)*;»1 ::; IIR.,(Q)O.,II IIR.,(Q')O.,II. 

(iii) If 1> E e~ and Q, Q' E 3(,." then 

cP«y",Q;.)*Q;,) -- G~(Q*, Q' I x), 

uniformly w.r.t. x, as A, A' tend independently to 00, 

and IcP«y",Q;.)*Q~,)1 ::; IIR.,(Q)O.,II IIR.,(Q')O.,II. 
(iv) If cP E e~ and Q, Q' E 3(,." then 

1>«TtQ;.)*Q;,) -- G~(Q*, Q't), 

uniformly w.r.t. t, as A, A' tend independently to 00, 

and 

1t/>«TtQ;.)*Q~,)1 ::; IIR.,(Q)O.,II IIR.,(Q')O.,II· 

Proof' As WA is an isometric transformation from 

:reA to ~A' then 

(i) follows from Theorem 2.5(iii) and Definition 
4.1, 

(ii) follows from Theorem 2.5(iii), Theorem 4.1 (i), 
Definition 4. I, and Definition 4.4(i), 

(iii) follows from Theorem 2.5(iii), Theorem 4.1 (i), 
Definition 4.1, Definition 4.4(ii), and the unitarity of 
U.,(x), and 

(iv) follows from Theorem 2.5(iii), Theorem 4.1(i), 
Definition 4.1, Definition 4.4(iii), and the unitarity of 
V.,(t). QED 

Theorem 4.2: If 1> E eI. n eKMS and if Q, Q', Q*, 
Q'* E 3(,., then the KMS boundary conditions may be 
extended to Gr(Q*, Q' I t) and Fr(Q', Q* I t). Thus, 
there is a real positive () such that: 

(i) G~(Q*, Q' I s) can be analytically continued into 
the strip 0 > 1m s > - () and is continuous on its 
boundaries; 

Cii) F! CQ', Q" Is) can be analytically continued 
into the strip () > 1m s > 0 and is continuous on its 
boundaries; 

(iii) Gr(Q*, Q It - i() = F!CQ', Q* I t), V t E T. 

Proof Let 1> E eKMS ' Then, since Q)., Q~' E U, 
V A, A' < 00, it follows from Eq. (3.16) that 

f dt1>(Q~'(TtQ)*)lit) = f dtcP(<reQ;.)*Q~')/o(t), 
V A, A' < 00, IE !D. (4.6) 

Further, it follows from Lemma 4.1 (iv) and Lebesgue's 
theorem that, if Q, Q' E 3(,." then 

J dt1>«TtQ).)*Q';J/o(t) -+ f dtG!(Q*, Q' I t)/o(1) 

as A, A' -+ 00. (4.7) 

Likewise, it follows from Lemma 4.1(iv), Definition 
4.4(iv) , and Lebesgue's theorem that, if Q*, Q'* E 

3(,." then 

J dtcP(Q~'(TtQ)*)18(t) -+ f dtFr(Q', Q* I t)16(t) 

as A, A' -+ 00. (4.8) 
Hence, by Eqs. (4.6)-(4.8), 

f dtF!CQ', Q* I t)18(t) = J dtG$CQ*, Q' I t)/o(t), 

VIE'!). 

This equation is equivalent to the above-defined KMS 

boundary conditions for Gr and F! (cf. Ref. 1). QED 

Definition 4.5: If 1> E eL n e} and C~ is the space­
correlation function defined by 

C~(Q*, Q' I x) = G~(Q*, Q' I x) - G~(Q*, I)G~(/, Q'), 

V Q, Q' E 3(,., 
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then: 

(i) rP is said to be weakly clustering if, for all 
Q, Q' EJ(,q" MC~(Q*, Q'\ x) exists and is zero (M 
being defined as in Definition 3.1); 

(ii) rP is said to be strongly clustering if, for all 
Q, Q' E J(,q, and x:;6 0, C!'(Q*, Q' \ AX) - ° as 
A- 00; 

(iii) rP is said to possess weak long-range order 
(WLRO) if 3 Q, Q' EJ(,q, such that MC~(Q*, Q' \ x) 
exists and is nonzero; 

(iv) rP is said to possess long-range order (LRO) if 
3 Q, Q' EJ(,q,suchthat,forallx E r",o, C~(Q, Q'\ AX) 
tends, as A - 00, to a nonzero limit whose value is 
independent of x. 

Theorem 4.3: 

(i) The elements ofCL n Er are weakly clustering; 
(ii) the elements of C L n:F r are strongly clustering; 

(iii) the elements of CL n (Cr", Ed possess WLRO; 
(iv) the elements of CL n (:F~"':F r) possess LRO. 

Proof: Let Q, Q' E J(,q,. We define 

S~(Q*, Q') = ([E~(O) - E(Oq,)]Rq,(Q)Oq" Rq,(Q')Oq,)' 

(4.9) 

It follows from Lemma 3.2 and Definitions 4.4 and 
4.5 that 

MC~(Q*, Q' I x) = S~(Q*, Q'), V rP E CL nCr, 

(4.10) 

and it follows from Lemma 3.l and Definitions 4.4 
and 4.5 that 

C~(Q*, Q' I AX) - S~(Q*, Q'), 

V rP E CL n:F~, x E r",o. (4.11) 

Further, it follows from the definition of Er that 
£~(o) - £(Oq,) = ° if and only if rP E &r. Thus, by 
Eq. (4.9), 

S~(Q*, Q') = 0, V rP E CL n Sr. (4.12) 

On the other hand, if rP E CL n (Cr"'&r), then 
£'£,(0) - £(Oq,) = Pq" say, is a nonnull projection 
operator in ~q,. Thus, since Rq,(J(,q,)Oq, [2 Rq,(U L)Oq,] 
is dense in '-'q" it follows that P q,Rq,(J(,q,)Oq, is dense in 
the proper subspace P q,fJq, of fJq, and, therefore, by 
Eq. (4.9), 3 Q, Q' E J(,q, for which, S~(Q*, Q') [= 
(P q,Rq,(Q)Oq" P q,Rq,(Q')O.») is nonzero. 

In view of the fact that :F r ~ Er and :F~"':Fr ~ 
Cr", Er , it is evident that this result, together with 
Eqs. (4.10)-(4.12), constitutes a proof of the theorem. 

QED 

Remark: Suppose that 

(i) rP E CL nCr, 
(ii) cP is invariant under some group G, 

(iii) cP = rxCPl + (1 - rx)CP2, where CP1, CP2 E Cr , and 
I > oc > ° and where CP1 and rP2 are not invariant 
underGo 

Then it follows from Theorem 4.3 that rP possesses 
WLRO (possibly LRO). Thus we have a connection 
between symmetry breakdown and (possibly weak) 
long-range order. In particular, one may base the 
theory of long-range order in a superfluid phase, 
proposed by Penrose and Onsager17 and by Yang,18 
on the assumption of gauge symmetry breakdown. 

Theorem 4.4: If cP E CL n CT and CI is the time­
correlation function defined by CI(Q*, Q' \ t) = 
GI(Q*, Q I t) - Gq,(Q*, I)Gq,(I, Q'), V Q, Q' EJ(,q" 
then 

(i) if rP E ET , 

1. itodtCI(Q*, Q' I t) - ° as to - 00, 
to 0 

V Q, Q' E J(,q, 
and 

(ii) rP E CT", ET , then 3 Q, Q' E J(,q, such that 

e· tol)o dtC~(Q*, Q' \ t) 

tends to a nonzero limit as to - 00. 

Proof' This is easily established, using Lemma 
3.1 (ii), by direct analogy with Theorem 4.3(i), (iii). 

5. GIBBS STATES 

We shall now extend the theory of Gibbs states, as 
formulated by Haag et al.,1 so as to include the 
operators elL' 

Thus, following Haag et al., we start by constructing 
an increasing sequence {An} of subsets of r, such that 
Un An = r. It follows from the isotony of UA w.r.t. 
A that, if AEUL , then 3no « (0). We have AE 
UAn ' V n > no. Hence, by Eq. (3.3), 

A = AA ® fA, V n > no. (5.1) 
n n 

We associate with each An a I-parameter group 

{V~~)(t)} of unitary transformations of :reA and a 

density matrix pen) in:reA . Correspondingly, ;e define 
a group of automorphisms {'T: n )} of UA" and a linear 



                                                                                                                                    

1880 G. L. SEWELL 

functional cfoln1 on UAn by 

'T(nl A = v(nl(t)A [v(nl(t)]-l @ 1 
t F An F An' V A E UAn , 

(5.2) 
and 

..J,lnl(A) = Trw (plnlA') V A E U 
'I' ""An An ' An' (5.3) 

We assume that cfo ln1 and 'T~nl have the following 
properties: 

(i) plnl commutes with V;>Ct) and, thus, cfo ln1 IS 

stationary w.r.t. 'T!nl: 

cfoln1('T:nlA) == cfo(nl(A); 

(li) for A E UL and fixed t, 'T!nlA converges norm­
wise in :reF' as n ~ 00, to 

'TtA == VF(t)AVF(tr\ 

where {V F(t)} is a I-parameter group of unitary 
transformations of :reF' which is independent of A. 

(iii) for A E UL , the sequence cfolnl(A) converges, 
as n ~ 00, to a quantity cfo(A), i.e., 

cp(n)(A)~ cp(A) as n ~ 00, V A E UL • (5.4) 

The group19 {'Tt } and the functional cp can then be 
extended from UL to U by continuity. We shall refer 
to the resultant state cp as a Gibbs state, thereby 
generalizing somewhat the sense in which this term 
is usually employed. 20 

It follows from the above construction that cp E e~ 
and that (cfo, 'Tt) possesses the following properties 
(cf. Ref. 1): 

(a) if (cpln), 'T~n» satisfies the KMS boundary 
conditions, V n > no, then so too does (cp, 'Tt); 

(b) cpln)« 'T~n} A)B) ~ cp« 'TtA)B) as n ~ oo,for fixed t, 

V A, BE UL . (5.5) 

I t will be assumed in the sequel that cfo EeL' 

We now incorporate aL into this scheme. For this 
purpose we note that, as aA is isotonic w.r.t. A, it 
follows that, if Q E ttL' then 3 No « (0) such that 
AnE~Q' Vn > No. Thus 

Q = QA @ fA, V n > No. (5.6) 
n n 

Correspondingly, we define 

'T~n)Q = VW)(t)QAn[VW)(t)rl @ fAn' (5.7) 

Let X(n) = a () ~(n) where ~ is defined as in 
• An p' P 

Sec. 2. Then it follows from Eq. (5.6) and the com-
mutativity of pIn) with Vj;')(t) that, if Q E .K,~n) , then 

'T!n)Q E j(,~n}. It also follows that, if Q, Q' E x~n), then 
Trw (Q;" pln)Q~ ) exists [cf. Eq. (2.6)] and, thus, we 

oJ""An n 11 

may define 

G~n)(Q*, Q') = TrJeAn(QAnplnlQt) (5.8) 

and 

G~nlT(Q*, Q' I t) = G~n}('T~nlQ*, Q'). (5.9) 

It is evident from Eqs. (5.3), (5.6), and (5.8) that 
Glnl(Q*, Q') reduces to cfo(nl(Q*Q') in cases where 
Q, Q' E U L' Also, as V;l(t) commutes with pIn), it 
follows from Eqs. (5.7) and (5.8) that 

G~nl('T~nlQ*, 'T:n1Q') = G~nl(Q*, Q'), V t E T. (5.10) 

It follows from Eqs. (5.3) and (5.8) and Theorems 
2.2(ii) and 2.50i) that 

cfolnl«Q;)*Q;) == G~nl«Q;.)*, Q;.) 

~ G~n)(Q*, Q) as A~ 00, 

V Q E X~n). (5.11) 

We now define .K,. to be the subset of nN>No x~nl 
for which this convergence is uniform w.r.t. n. 

Lemma 5.1: X.p S; J{,.p. 

Proof' Let Q E .K,.p. Then it follows from our 
definition of this set that, given E > 0, 3 a finite L( E) 
independent of n, such that, for n > No, 

Icplnl«Q;.,)*Q;.'} _ cplnl«Q;.)*Q;.}\ < E, 

V A' > A> L(E). (5.12) 

Moreover, it follows from Eq. (5.4) that, if A E UL 

and Icfoln1(A)1 < E, V n > No, then Icfo (A)I ~ E. Hence, 
applying this result to Eq. (5.12), with 

A = (Q;.,)*Q;.' - (Q;.)*Q;., 

we find that 

Icfo(Q;.,)*Q;.') - cfo(Q;.)*Q).}I ~ V A' > A > L(E). 

Thus cfo«Q;.)*Q) converges to a finite limit as A ~ 00 

and, therefore, by Lemma 4.1(i), Q EJ{,.p' Hence, 

X.p S; J{,.p. QED 

Lemma 5.2: If Q, Q' E i.p, then 3 some finite no 
such that, for n > no, 

(i) G~nl(Q*, Q) is uniformly bounded w.r.t. nand 
Oi) IG~nlT(Q*, Q' I t)\ is uniformly bounded W.r.t. 

nand t. 

Proof' 

(i) We shall prove this part of the lemma by showing 

that, if Q E X.p, then G¥d(Q*, Q) ~ G.p(Q*, Q) « 00, 

by Lemma 5.1) as n ~ 00. 

Let Q E X.p. Then it follows from the definition of 

i<j> that, given E > 0, 3 a finite L(E), independent of 
n, such that 

IG¥,)«Q;.)*, Q;.) - G~nl(Q*, Q)I < E, V A > L(E). 

(5.13) 
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Further, it follows from Theorem 4.1(i), Definitions 
4.3 and 4.4, and Lemma 5.1 that, given E > 0, 3 a 
finite L1(E) such that 

!G",{(Q;.)*, Q;.) - GiQ*, Q)I < E, V)" > Ll(E). 

(5.14) 
Finally, since Q;. E UL , V)" < 00, then 

G~n)«Q).)*, Q;.) == c/>(n)«Q .. )*Q).) 

and 
G",«Q .. )* , Q;) == c/>«Q;. *Q).» 

and, thus, it follows from Eq. (5.4) that, given E > ° 
and)" < 00,3 a finite N(E,),,) such that 

IG~")«Q .. )*, Q;.) - G",«QA)*' Q ... )I < E, V n > N(E, ),,). 

(5.15) 

Hence, defining L2(E) = 1 + m<l;x (L1(E), L(E» and 
N(E) = N(E, L2(E», we find from Eqs. (5.13)-(5.15) 
that 

IG~n\Q*, Q) - G",(Q*, Q)I < 3E, V n > N(E). 

Thus, G~n)(Q*, Q) - G",(Q*, Q) as n -+ 00, as re-
quired. _ 

(ii) Let Q, Q' E.3\,,,,. Then it follows from Eqs. 
(2.6) and (5.8)-(5.10) that 

IG~n)T(Q*, Q' I t)1 

== G~"'(T!n)Q*, Q') 

~ [G~n)(T;n)Q*, T~n)Q)]![G~n>CQ'*, Q')]l 

== [G~n)(Q*, Q)]![G~n)(Q'*, QI)]!. 

The required result follows immediately from this 
inequality, together with part (i) of this lemma. QED 

Lemma 5.3: If Q, Q' E:K,,,,, then 

G~n)T«Q .. )*, Q~' I 1)- G~n)T(Q*, Q' It), 

uniformly w.r.t. nand t, as )", ),,' tend independently 
to 00. 

Proof' Let Q, Q' E i",. Then, by Theorem 2.5(ii) 
and Eqs. (2.9) and (5.8)-(5.10), 

IG~n)T«Q)J*, Q~, I t) - G~n)T(Q*, Q' I t)1 

== IG~n)«Tln)Q;.)*, Q~,) - G~n)«Tln)Q)*, Q')! 

~ [G~n)(T;n)Q*, T~n)Q)11 

X [G~n)(Q'*, Q') _ G~n)«Q~,)*, Q~,)]! 

+ [G~n)(Q'*, Q')]![G~n)(T~n)Q*, T~n)Q) 
- G~n)(T~n)(Q)J*, T~n)Q .. )]! 

== [G~n)(Q*, Q)J![G~n)(Q'*, Q'} _ G~n)«Q~,)*, Q~,)]l 
+ [G~n)(Q'*, Q')]![G~n)(Q*, Q) _ G~n)«Q ... )*, Q;.)]l. 

Thus, by definition of i"" the required result follows 
immediately from this inequality, together with 
Lemma 5.2(i). QED 

Theorem 5.1: If Q, Q' E:K,,,,, then: 

(i) G~n)(Q*, Q') - G",(Q*, Q') as n - 00; 

(ii) G~n)T(Q*, Q' I t) -+ G~(Q*, Q' I t) as n -)- 00, 

for fixed t. 

Thus, the theorem states that G", and G~ are thermo­
dynamical limits of the corresponding quantities G~n) 
and G~n)T, for finite systems. 

Proof' Since (i) is a special case of (ii), correspond­
ing to t = 0, it suffices for us to prove (ii). For this 
purpose we note that 

IG~(Q*, Q' I t) - G~n)T(Q*, Q' I t)1 

~ IG.f(Q*, Q' I t) - G.f«Q;)*, Q~, I t)1 

+ IG,f«Q .. )*, Q~, I t) - G~n)T«Q,,)*, Ql' I t)/ 
+ IG~n)T«Q)J*, Q~, I t) - G~n)T(Q*, Q' I t)/. 

(5.16) 

Since Q", Q;, E U, it follows from Lemma 4.1(iv) 
that, given E > 0,3 K. and K;, independent of t, such 
that 

IG.f(Q*, Q' I t) - G,f«Q»*, Q~, I t)1 < E, 

V)" > K.,)'" > K;. (5.17) 

Further, since Q .. , Q~, E UL , V A,)'" < 00, it follows 
that 

and 
G.f«Q;.)*, Q~, I t) = c/>«TtQA)*Q~,) 

G~n)T«QA)*' Q~, I t) = cP(n)(T~n)(Q .. )*QA'). 

Hence, it follows from Eq. (5.4) that, given E > 0, 3 a 
finite N( E, )", ),,', t) such that 

IG~n)T«Q .. )*, Ql' I t) - G.f«Q,,)*, Q~, I t)1 < E, 

V n > N(E,)", ),,', t). (5.18) 

Finally, it follows from Lemma 5.3 that, given 
E > 0, 3 finite Le and L;, independent of nand t, 
such that 

IG~")T«Q;.)*, Q~, I t) - G~")T(Q*, Q' I t)1 < £, 

V),,> Lo),,'>L;. (5.19) 
We now define 

M, = max (K., Le), M: = max (K;, L;), 
and 

N(E, t) = N(E, ME + 1, M. + 1, t). 
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Thus, it follows from Eqs. (5.16)-(5.19) that 

IG~n)T(Q*, Q' I t) - GI(Q*, Q' I t)1 < 3E, 

V n > N(E, t), 

which proves the theorem. QED 

The next theorem provides a representation in f)", 
(more precisely on Q",) of local equations of motion 

for elements of :K"" subject to the following assump­
tion: The density matrix pen) (for any n > No, say) 
may be expressed in the form 

00 

pen) = I cnrEnr , Cn• > 0, I Cnr = 1, (5.20) 
r=1 • 

where {Enr} is the set of I-dimensional projectors 
corresponding to an orthonormal set of eigenvectors 
{Vlnr} of H(n), the generator of {V~)(t)}. 

It is evident that this assumption is satisfied in the 
case where the pen) are grand canonical density 
matrices. 

Theorem 5.2: If the assumption is valid, and if Q 
and S are two elements of 5\,,,, such that 

• (n) - - {} I[H ,QAn]- = SAn on Vln., V n > No, (5.21) 

then 

Proof' Assume the above assumption and Eq. (5.21). 
Then, if Enr is the eigenvalue of H(n) for Vlnr' it follows 
that 

The sums in these last two equations converge uni­
formly w.r. t. t; for, since {Vlnr} are eigenvectors of H(n), 

I r~Cnr(VW)(t)QAn[V<;)(t)r1VlnT' AAnV'nr) I 
S C~Cnr IIQAnVlnrll2)1 C~Cnr IIAAnV'nrll2r 

and both of these latter factors approach zero as 
N ---* 00, since Q, A E 3(,</>. Hence, it follows from 
Eqs. (5.23)-(5.25) that, in view of the uniformity 
w.r.t. t of the convergence of the sums in Eqs. (5.24) 
and (5.25), 

:t G~n)T(Q*, A I t) = G~n)(s*, A It). 

Hence, using Eq. (5.9), we obtain 

G~n)T(Q*, A I t) - G~n)(Q*, A) = fdUG~n)T(S*, A I u). 

J n view of Lemma 5.2(ii), Theorem 5.1, and Lebesgue's 
theorem, it follows from this last equation that 

GI(Q*, A I t) - G.p(Q*, A) = fdUGI(S*, A I u), 

i.e., by Definition 4.4, 

(R</>(7'tQ)Q</> , R.p(A)Q</» - (R</>(Q)Q</> , R",(A)Q</» 

= fdU(R.p( 7' uS)Q</> , R.p(A)Q",). (5.26) 

The derivation of this formula is valid for all A E UL . 

Hence, since R</>(UL)Q", is dense in f)", and since 

Consequently, by Eq. (5.21), [by Eq. (3.14) and Definition 4.2(ii)] and is thus 
uniformly bounded, it follows that Eq. (5.26) may be 

:t {VW)(t)QAn[VW)(t)r1}V'nr extended by continuity to the form 

() - () 1 (R",( 7'tQ)Q"" 11') - (R",(Q)!l</> , 11') 
= V;' (t)SAn[V z,~ (t)r V'nr' (5.23) 

Let A E UL . Then it follows from Eqs. (5.7)-(5.9) 
and (5.20) that 

00 

= I cnr(VW)(t)QAn [V<;)(t)r1V'nr' AAnV'nr) (5.24) 
r=1 

and 

00 

= L cnr(VW)(t)SAn[VW)(t)]-1V'nr> AAnV'nr). (5.25) 
r=1 

Hence, 

which proves the theorem. QED 

Corollary: Let cP = OCcPl + (l - OC)cP2' where 0 <: 
oc < I and cPl' cP2 E CT , i.e., (by Lemma 3.3, Corol­
lary 2) cPl' cP2 E CL n CT' Then, if cP, Q, and S satisfy 
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the assumptions of Theorem 5.2, this theorem is also 
applicable to CPl and CP2' i.e., 

d 
w- dt R.p,(TtQ)0.pi = R.piTtS)O.pI' for j = 1,2. 

(5.27) 

Proof" Corresponding to cP = OCCPI + (1 - OC)CP2' 
we have 

Sj.p = Sj.p, EB Sj.p2 ' 

O.p = oc!O.p, EB (l - OC)!O.p2' 

R.p = R.p, EB R4>2 ' 

V.p(t) = V.p,(t) EB V.p.(t). 

Let PI be the projection operator from Sj.p to Sj4>,' 
Then, for it < 00, TtQ;.. E U and thus 

P1R.p(TtQ;..)O.p = OC!R.p,(TtQ;..)O.p,. 

Hence, by Theorem 4.1(i), Definition 4.2(ii), and Eq. 
(3.14), 

Likewise, 

P1R.p(TtS)O.p = OC!R.p,(TtS)O.p,. 

The required result for CPI follows immediately from 
these last two equations and Theorem 5.2. Similarly, 
we obtain the required result for CP2' QED 

Remark: This theorem and corollary are of signifi­
cance, for example, in the theory of broken sym­
metries. For suppose that the assumptions of the 
corollary are satisfied and that 

(i) Eq. (5.21) [and, correspondingly, Eqs. (5.22) 
and (5.27)] represents a local conservation law and 

(ii) the symmetry associated with the corresponding 
global conservation law is broken in the states cPj. 

Then the representation of the local conservation law, 
as given by Eq. (5.27), may be used to derive21 

Goldstone's theorem for the states cPj. 

6. CONCLUSION 

Our pri nci pal results are: 

(I) If c/> E eL , then R.p may be extended from U to 
U U elL' in such a way that R.p(elL) is a *-homomor­
phism of elL into the closed, densely defined operators 
in Sj.p [Theorem 4.1 (iii), (v), (vi)]; 

(II) if cP E CL n CKMS and Q, Q*, Q', Q'* E J(,.p, 
then the KMS boundary conditions may be extended 
to G~(Q*, Q' I t) and F~(Q', Q* I t) (Theorem 3.2); 

(III) if cP E C L n Cr and Q, Q' E J{,.p, then the clus­
tering version long-range ordering of G~(Q*, Q' I x) 
are given by Theorem 4.3; 

(IV) if cP E CL n CT and Q, Q' E J(,.p, then the 
ergodic average of G~ (Q *, Q' It) is given by Theorem 
4.4; 

(V) if cP is a locally normal Gibbs state and if 

Q, Q' E;K,.p, then G.p(Q*, Q'), G~(Q*, Q' I t) are ex­
pressible as thermodynamical limits of corresponding 
correlation functions for finite systems (Theorem 5.1); 

(VI) if cP is a locally normal Gibbs state and if 

Q and S are elements of ;K,.p such that S is the time 
derivative of Q, in the sense of Eq. (5.21), then the 
equation of motion for TtQ may be represented on a 
domain of Sj.p that includes n.p (Theorem 5.2). 

Finally, as noted in the remarks following Theorem 
4.3 and the Corollary to Theorem 5.2, these latter 
theorems may be used to obtain significant general 
properties of states with broken symmetries. 
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Short Proof of a Conjecture by Dyson 
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Department of Statistics, Virginia Polytechnic Institute, Blacksburg, Virginia 

(Received 26 December 1969) 

Dyson made a mathematical conjecture in his work on the distribution of energy levels in complex 
systems. A proof is given, which is much shorter than two that have been published before. 

Let G(a) denote the constant term in the expansion 
of 

(

X )a; 
F(x; a) = II I _...i. , 

i*i Xi 
i,j = 1,2,"', n, 

where aI' a2, ... , an are nonnegative integers and 
where F(x; a) is expanded in positive and negative 
powers of Xl' X 2 , ••• , X n • Dysonl conjectured that 
G(a) = M(a), where M(a) is the multinomial coeffi­
cient (al + ... + an) !/(al! ... an !). This was proved 
by Gunson2 and by Wilson. 3 A much shorter proof 
is given here. 

By applying Lagrange's interpolation formula (see, 
for example, Kopal4) to the function of x that is 
identically equal to 1 and then putting X = 0, we 
see that 

L II (1 - Xi)-l= 1, i =j. 
J' Xi 

By multiplying F(x; a) by this function we see that, if 
aj ~ 0, j = 1, ... , n, then 

F(x; a) = 2 F(x; aI' a2,"', ai_I, 

so that 

G(a) = L G(al ,"', ai_I, a j - 1, ai+l,"', an). 
j 

(1) 

If aj = 0, then Xj occurs only to negative powers in 
F(x; a) so that G(a) is then equal to the constant term 
In 

F(XI,'" ,Xi-I' Xi+l,'" ,Xn; 

al ,'" ,ai-I, arn ,'" ,an)' 
that is, 

G(a) = G(al , ... , aj_l, ai+l, ... ,an), if ai = 0. 

(2) 
Also, of course, 

G(O) = 1. (3) 

Equations (1)-(3) clearly uniquely define G(a) 
recursively. Moreover, they are satisfied by putting 
G(a) = M(a). Therefore G(a) = M(a), as conjectured 
by Dyson. 

1 F. J. Dyson, J. Math. Phys. 3,140, 157, 166 (1962). 
• J. Gunson, J. Math. Phys. 3, 752 (1962). 
3 K. G. Wilson, J. Math. Phys. 3,1040 (1962). 
4 Z. Kopal, Numerical Analysis(Chapman and Hall, London,1955), 

p.21. 
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Degeneracy of the SU(3) Direct Product and the Symmetric 
Representations of SU(6) ::; SU(3) ® SU(2) 

M. RESNIKOFF* 

Department of Physics, State University of New York at Buffalo 14214 

(Received 14 August 1969) 

The relation between a state of U(n) associated with an m-rowed Young diagram, m S n, and a state of 
U(m) associated with an m-rowed Young diagram provides the basis for the symmetric state of U(mn) ::> 

U(m) @ U(n). As an application, the state vectors associated with the irreducible representations of 
SU(6) restricted to the subgroup SU(3) @ SU(2) are explicitly constructed for the symmetric repre­
sentation, and generalized to the case of a 2-rowed Young diagram. Expressions are given for the degen­
eracy of an SU(3) @ SU(2) state in SU(6), and the completeness of the obtained set of states is discussed. 
The direct product of symmetric SU(6) ::> SU(3) @ SU(2) states implies a direct product of SU(3) states; 
the operator which breaks the degeneracy of the "2-rowed" SU(6) ::> SU(3) @ SU(2) state is shown to 
be Moshinsky's operator X which breaks the degeneracy of the SU(3) direct product. 

1. INTRODUCTION 

The restriction of U(rnn) to the product of subgroups 
U(rn) @ U(n), written U(rnn) 1 [U(rn) @ U(n)], has not 
been extensively studied in the literature. The case 
U(4)::; U(2) @ U(2) has been investigated,l but this 
may be considered special because U(4)::; 0(4) f"'<J 

0(3) @ 0(3) is essentially the same problem and the 
restriction of U(n) to O(n) is known. 2 Hagen and 
Macfarlane3 have studied the concept of plurality in 
the reduction of SU(rnn) with respect to the subgroup 
SU(rn) @ SU(n), and have tabulated the SU(3) @ 

SU(2) subgroups for specific low-dimensional repre­
sentations of SU(6) useful in elementary particle 
calculations, by means of the Weyl character formula. 
We shall use their results in constructing the general 
2-rowed state vector. 

In the mathematician's side of the ledger, Robinson4 

discusses the problem of SU(rnn) 1 [SU(rn) @ SU(n)] 
as the reduction of the symmetric outer product of 
SU(rn) , SU(n) representations. However, no implicit 
or explicit branching rules appear in his book; indeed, 
Robinson takes note of the dearth of mathematical 
literature on the subject. 5 

It is the purpose of this paper to examine the prob­
lem SU(6) 1 [SU(3) ® SU(2)] in detail, for a general 
2-rowed Young diagram, and relate the results to the 
SU(3) direct product. The technique employed may 
be generalized, with all its attendant complexity, to 
the generalS-rowed Young diagram. 

There is one essential idea which will allow con­
struction of the symmetric SU(6) ::; SU(3) @ SU(2) 
states from the SU(3) states and provide the basis for 
much of the following analysis. The states IA.; rx) 
associated with an irreducible representation of U(n) 
can be constructed of polynomials of the Cn vectors 

diagram of U(n). In terms of the vectors Zi' the 
generators of U(n) may be written6 

m 0 
caP =' z'-£", , (J' 

i~l OZi 

N R - 1 ... n v..,fJ-, ,. (1.1) 

By contracting over the upper indices, the operators 
Cij may be constructed: 

n 0 0 
C·· = 'z'- = Z··-, i,j' = 1,"', m. (1.2) 
"£""0· '0 .~l Zj Zj 

The operators Cij and generators C·P satisfy the com­
mutation relations of the unitary group. They also 
commute; hence, the operators Cij may be used to 
construct the invariant space labeled by the Young 
diagram. Moshinsky6 has proved that, if a state lA., rx) 
satisfies the conditions 

Cii lA., rx) = hi lA., rx), i = 1," . ,rn 

(no summation), 

Cij lA., rx) = 0, i < j, 
(l.3a) 

(1.3 b) 

this state is associated with an irreducible representa­
tion of U(n). The symbol A. represents the partition 
A. = (A.1' ..• , A. m , 0, ... ,0), where A.i are the row 
overhangs, A.i = hi - hi-I, A.II! = hm ; the symbol rx 
denotes the row labels. 

Though the conditions (1.3) are sufficient to label 
the invariant spaces, they are not necessary. It is only 
necessary that the Casimir operators 

C P = C~1I12C~2~" ... C~P~l, P = I,' .. , m (1.4) 

(unless otherwise stated, the summation convention 
is always implied) on lA., rx) be a constant 

e lA., rx) = w P lA., rx), ( 1.5) 

Zi = (z}, ... ,z~), i = 1, ... ,rn, for an rn-row where w P = f(A.)· 

1885 
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This is what Schur's lemma requires. So, whereas it 
is true that if conditions (1.3) are satisfied, then Eq. 
(1.5) is satisfied, the converse is not, in general, true. 
This provides us with the freedom to use the operators 
Co as the generators of U(m), and construct the 
symmetric representations of U(mn) ~ U(n) ® U(m). 

This idea, in different form, has previously appeared 
in the literature. Several authors7- 1o have considered 
upper and lower Gel'fand patterns to describe states 
of the symmetric representations of U(n2), restricted to 
the subgroup U(n)1 ® U(n)2' The generators of 
U(n)I.2 correspond to the upper, lower indices of Eqs. 
(l.l) and (1.2), respectively. Brody, Moshinsky, and 
Reneroll have used this decomposition to derive 
recursion formula for SU(3) coupling coefficients. 
In addition to what we believe is a rather transparent 
construction of symmetric SU(mn) states in terms 
of a full use of upper, lower indices, we will go on to 
the more complicated SU(mn) states associated with 
the 2-rowed Young diagram. 

The construction of the symmetric states and 
generators for SU(mn) i [SU(m) @ SU(n)] are dis­
cussed in Sec. 2. For the case SU(6) ~ SU(3) @ SU(2), 
we explicitly prove that this state is associated with 
the irreducible representations of SU(3) and SU(2). 
In Sec. 3, we use the results of Hagen and Mac­
farlane3 to construct the fundamental states,12 
products of which yield the highest weight SU(6) ~ 
SU(3) @ SU(2) state vector associated with a general 
2-rowed Young diagram. Formulas are given for the 
degeneracy of an SU(3) @ SU(2) multiplet in a 2-
rowed SU(6) representation, and completeness is 
discussed. In Sec. 4, an operator X is constructed 
which breaks this degeneracy. We also denote a brief 
discussion to the coupling coefficients of the direct 
product of SU(6) ~ SU(3) @ SU(2) symmetric states. 

2. SYMMETRIC STATES OF 
U(mn) => U(m) @ U(n) 

The state vector lA, cx) associated with an irreducible 
representation of U(n) has been constructed by 
Moshinsky,6 using conditions (1.3). It has the general 
form 

where Ar; are the 2 x 2 antisymmetric forms, 
ziz; - z~z~ = Ar;, Ar;~ are the 3 x 3 antisymmetric 
forms, and Cli! are constants. Each factor in Eq. (2.1) 
is a product of factors 

n 

(ZWl == II (znf1l' with 
1'=1 

and similarly for the other products, suitably ordered, 
with I~'!'1 hI' = Ai' Ni being the total number of the 
ith anti symmetric forms. We introduce, in (2.1), the 
notation 1.1.; cxp M); the symbols cx, P will both repre­
sent row labels, PM being the maximum weight state. 
The reason for this notation will be clear shortly. 

We note· that condition (1.3b) on the general 
polynomial of Cn vectors Zi requires the anti symmetric 
forms with lower indices appropriately ordered. 
That is, we first have terms Z1 (suppressing upper 
indices), then antisymmetric forms A12 with vectors 
ZI' Z2' then vectors Z1' Z2' Z3 in the terms A123 , and 
so on. 

The maximum weight state CXllI may be obtained 
from Eq. (2.1) by requiring 

Cafll A; CXM , PM) = 0, CX < p. (2.2) 

The general solution of Eq. (2.2) is 

I ' . R) C ( 1»),1( A 12»),2 . (A 12· .. m)Am 
A, CX "lI, I' "~1 = Ai ZI U12 •• U12' .• m , (2.3) 

where C
Ai 

is the normalization. We note that (2.2) 
orders the upper indices, as condition (1.3b) ordered 
the lower indices. The maximum weights cx Mare 
functions of the partition numbers Ai, the state vector 
(2.3) is an eigenvector of the Casimir operators CP, and 
(1.4), with eigenvalue w P , a function of the partition 
A. For p = I, 2, 3, the explicit expressions for wP in 
terms of A have been calculated.13 Since the Casimir 
operators CP commute with the generators Cafl, the 
eigenvalues w P hold, of course, for the general state 
(2.1). It is clear that there can only be m independent 
Casimir operators CP for an m-rowed Young diagram 
since there are only m independent numbers Ai' 

We may define, in analogous fashion, the Casimir 
operators C p: 

Cp = Cili2Ci2i3 ••• C ipit ' P = 1, ... ,m (2.4) 

(summation convention implied). Using (1.3), we have 
that 

Cp 1.1.; CXM' PM) = wp 1.1.; CXM' PM)' (2.5) 

where wp (;06 w P) are also functions of the partition A. 
Though the maximum weight state vector (2.3) is 
symmetrical in the upper, lower indices, the Casimir 
operators CP, C P differ as functions of z~, hence the 
numbers w P, wp are not equal. However, CP may be 
written as an explicit function of the operator C p , 

P = I, ... ,m, or conversely, and w P may be written 
as a function of the W P ' P = I, ... , m. The invariant 
space with respect to the upper indices is the same 
as the invariant space with respect to the lower indices, 
and this is represented in the maximum weight state 
vector (2.3) with the same partition A. 
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The Casimir operators 0), ep and the operators Cij 

mutually commute. We may operate to an arbitrary 
weight state14 P with the operators Co' 

1 
~ • R) "" d (1»).1( A 12 »). •... (A 12·' . m»).m (2 6) 
11., exll[' f' = £., ai; Zk I..1km I..1km "·P • 

gif 

similar to the state vector (2.1). Because of the mutual 
commutativity of the operators, this state satisfies Eqs. 
(1.5) and (2.5), and is associated with an irreducible 
representation labeled by A. It satisfies condition 
(2.2), so it remains a highest weight state exM in the 
upper indices. We see then that (2.6) is a polynomial 
of the Cm vectors Zi = (z~,,·· ,z!..), i = 1,'" ,n, 
Cij are the generators, and (2.6) is the state vector of 
U(m). 

Finally, it is possible to lower (2.6) from the maxi­
mum weight state exM of U(n) to weight ex. Since 
Cij , C~p commute, the weight P is unchanged under 
this operation. We thus obtain a state vector of weights 
ex, P in U(n) of m rows, U(m), respectively, in the 
invariant space labeled by A. 

The state vector of weight ex, P is also the symmetric 
state vector of U(mn), labeled by the I-rowed Young 
diagram. To see this more clearly, redefine the 
vectors z;, as in Louck,9 

yields the eigenvalue 

W = Al + 2A2 + ... + mAm • (2.8b) 

All Casimir operators in the mn variables Zll are 
functions of this one number w. This is the symmetric 
representation of U(mn). 

We illustrate the previous remarks with the sym­
metric state vector and generators of SU(6):::> 
SU(3) ® SU(2), and explicitly show that the state 
vector is associated with irreducible representations of 
SU(3) and SU(2). The generators of SU(3) may be 
written15 

10 = t( Cll - e22
), Y = Hell + e22 

- 2e33
), 

1+ = el2
, L = e2l

, et3
, e31

, e23
, e32

, (2.9a) 

where e~P is given by Eq. (1.1) with m = 2. The 
explicit SU(3) state vector is then 

IA1A2 ; ex, PM) 

= N(A, ex) ( -1)Q 

X ",,(r) (A2-q)!p! ("»).l(~"V»).z 
f k (A2 - q - k)![p-(r _ k)]! Zl 12, 

(2.9b) 
where 

z~ == z(i-l)n+~ = z", i = 1, ... ,m, ex = 1, ... , n, and 
(~w).z == (~mk(~m;'2-a-k(~li)Q, 

with row label ex = (y, I, 10), 

Y = -l(2A1 + A2) + (p + q), J2 = 1(1 + 1), 

f.t = 1, ... ,mn. (2.7) 

The state vector (2.6), (2.3), or (2.1) may be written 
in terms of the variables z". The one Casimir operator, 
the trace operator 

10 = HA2 + p - q) - r, 1= HA2 + p - q), 

o Tr = z,,- (2.8a) (2.9c) 

oz" ' 
acting on the general U(m) ® U(n) state vector, 

and r = 0, ... ,21, 0 ~ P ~ AI' 0 ~ q ~ A2 • Here, 
N(A, ex) is the normalization 

(
VI + 1)! (V2 + p - q + 1)! )1((21 - r)!)l 

m~~= . 
p! q! (V2 - q)! (VI + p + 1)! (VI + V2 - q + 1)! (Vt - p)! r! (21)! 

The generators of SU(2) may be written 

10 = HCll - C22) , 1+ = Cu , 1_ = C2t , (2.10) 

where Ci ; is given by Eq. (1.2) with n = 3. We note that 1+ on the SU(3) state vector (2.9b) is zero, and 10 
on (2.9b) is !A1 , the highest weight. We may operate on (2.9b) with (L)S, 

l).tA2; exp) = N(-I)a L r! ().2 - q)! p! (AI - p)! s! 
klri k! [p - (r - k) - kd! (A2 - q - k)! (r - k - k2)! (AI - p - ka)! kl! k2! ka! 

where 
(zn).l-S == (zDp-(r-k)-kl(z~y-k-k·(z~»).l-P-k., 

(z~)" == (Z~)kl(Z:)k'(Z~)k3, 

x (z~);'1-S(z~)S(MD;'2, (2.11a) 
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and s = kl + k2 + k 3 • The normalization N is 
N = N(A, O:)[(AI - S)!/(Al)! s!]!. From the form of 
the state vector (2.11), we see that the row label IX, 

(2.9c), remains the same. However, 

Finally, we may see that the state vector (2.1la) is 
associated with the irreducible representations of 
SU(3), SU(2), respectively. Define the unitary 
transformations Tu , TU: 

Tu: z;~ = Ui'iZ;, i, i' = 1, 2, 

T U : z;~ = ua'azt, 0:,0:' = 1,2,3, 

(2.12a) 

(2.12b) 

where Ui'i' ua'a are the SU(2), SU(3) transforma­
tions, respectively. It is shown in Appendix A that 

T" IA; 0:, (3) = 'J)h(u) IA; 0:, (3'), (2.13a) 

where j = VI and - j ~ (3 ~ j. It may also be shown 
that 

where 0:' = (y', I', I~), employing the SU(3) repre­
sentation matrices of this author. 15.16 

We may relabel the coordinates, as in Eq. (2.7), 

z~ = z\ z; = Z2, z~ = Z3, 

z~ = z\ z~ = Z5, z~ = Z6. (2.14) 

The state (2.1la) is then associated with the symmetric 
representation of SU(6), with maximum weight 
h = Al + 2A2 • The relabeled generators17 of SU(3) 
in the restriction of SU(6) to SU(3) @ SU(2) are 

10 = HCll + C44 - C22 - C55), 

CI3 + C46, C31 + C64, 

1+ = C12 + C45, L = C21 + CM, 

C23 + C56, C32 + C65, 

(2.15a) 

Y = HCll + C22 + C44 + C55 _ 2C33 _ 2C66); 

and the relabeled generators of SU(2) are 

Jo = HCll + C22 + C33 - C44 _ C55 _ C66), 

J+ = C14 + C25 + C36, J_ = C41 + C52 + C63, 

(2.15b) 

where CIlV is given by (1.1), with m = 1. The operator 
Cn [(1.2) with n = 6] is the trace operator, with 
eigenvalue h. The generators of SU(6) ::> SU(3) @ 

SU(2) for an m ~ 5 rowed Young diagram have the 
form (2.15), with m ~ 5 in Eq. (1.1); and the opera­
tors Cij have n = 6, and i,j = 1,'" ,m. 

3. POLYNOMIAL 8U(6) :::> 8U(3) @ 8U(2) 
STATE VECTOR 

In this section, we construct the polynomial state 
vector of highest weight in SU(3), SU(2). The method 
of fundamental states, detailed in Ref. 1, allows one 
to construct the general polynomial state vector of 
highest weight from a knowledge of the low-dimen­
sional representations. In the case U( 4) ::> U(2) @ 

U(2), the branching rules provided this information. 
Since there are no general branching rules for the 
case SU(6) ::> SU(3) @ SU(2), we use the results of 
Hagen and Macfarlane,3 particularly their Table J.18 

Write the fundamental states Si as Si = (A1A2 ; 

1'11'2, f1), where A1A2 are the overhang partition 
numbers of a 2-rowed SU(6) Young diagram, 1'11'2 
are the overhang partition numbers of an SU(3) 
Young diagram, and f1 = 2j is the I-rowed SU(2) 
Young diagram. The states Si are of highest weight in 
SU(3) and SU(2). In terms of the generators (2.15), 
the highest weight states of SU(3), SU(2) are 

Using an extension of Cartan's theorem on highest 
weights,19 we have 

(AIA2; 1'11'2, f1)(A~A;; 1'~1'~, f1') 

= (AI + A~, A2 + A;; 1'1 + 1'{, 1'2 + 1'~, f1 + f1'), (3.2) 

since the weights are linear forms. A state is called 
"fundamental" if it cannot be 0 btained from a product 
of other fundamental states [using (3.2)]. We begin 
with the lowest-dimensional representations of SU(6), 
as given in Hagen and Macfarlane,3 and obtain the 
fundamental states Si' i = 1, ... ,13, using (3.2). 
The results are listed in Table I. 

TABLE 1. Fundamental states, Si = (A,A2 ; 

V,V2, /1), where Ai, Vi, /1 are the overhangs of 
the 2-rowed SU(6), of the SU(3), and of the 

SU(2) Young diagrams, respectively. 

S, = (10; 10, 1) S, = (02; 02, 0) 
S. = (01; 01, 2) S. = (02; 10,2) 
S. = (01; 20, 0) S. = (21; 10,0) 
S. = (20; 01, 0) S'D = (12; 01,1) 
Sa = (11; 00, 1) Sn = (03; 00, 0) 
S.=(11;11,1) S,.=(03;11,2) 

S13 = (22; 11,0) 

Products of the fundamental state vectors Si yield 
the state vector 

13 
P ni = II (Sk)n\ nk ~ O. (3.3) 

k~1 
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TABLE II. Explicit polynomial fundamental states, where !:J.ii = z~z{ - z:z~; lower indices have been suppressed. 

S, = zl, S, = !:J.", S3 = !:J.14, S4 = ZlZS - Z'Z4 
Ss = Z6!:J.12 + Z4!:J.23 - zS!:J.13, S. = Zl(!:J.1S - !:J.'4) - 2Z4!:J.1' 
S, = (!:J.")' + (!:J.1S)' - 2!:J.1'!:J.45 - 2!:J.u!:J.'., S. = !:J.u!:J." + !:J.12!:J.1. - !:J.13!:J.1S 
S, = (Z')'!:J..6 + (Z4)'!:J.'3 + ZlZ3!:J.4S - Z4ZS!:J.13 + Z4Z6!:J.12 - ZlZ'!:J.46 

S,o = Z4!:J.23!:J.24 + Z·!:J.13!:J.1. - (Z.!:J.16 + Zl!:J..6)!:J.12 + (Z'!:J.46 + Z4!:J.2G)!:J.12 - (ZS!:J.14!:J.23 + Z4!:J.13!:J.26 + Z3!:J.12!:J.4S) 
Sl1 = !:J.12!:J.1.!:J.S6 + !:J.23!:J.34!:J.45 _ !:J.l3!:J.,s!:J.S6 - !:J.1'!:J.26!:J.46 - !:J.'3!:J.24!:J.46 - !:J.l3!:J.3.!:J.'S 

+ !:J.16!:J.21!:J.35 + 2!:J.13!:J.'.!:J.46 _ 2!:J.16!:J.'3!:J.4S _ !:J.1.!:J.'6!:J.3' 
S12 = !:J.12!:J.1S!:J.16 - !:J.13!:J.1.!:J.15 + 2!:J.l3!:J.14!:J.'. - !:J.l3!:J.1S!:J.24 + !:J.1'!:J.1S!:J.23 

_ 2!:J.12!:J.12!:J.'6 - !:J.12!:J.'6!:J.24 _ !:J.14!:J.'3!:J.24 
S13 = (Z')'!:J.'S!:J.S6 + (Z4)2!:J.'3!:J.'4 + Z'Z4(!:J.14!:J.26 + !:J.1'!:J.'6) - Z'Z6!:J.24!:J.24 + (Zl).!:J.3S!:J.4S + (ZS)2!:J.'3!:J.14 

_ (z')'!:J.'S!:J..6 _ z'ZS!:J.14!:J.'6 - 2Z'Z4!:J.12!:J.S6 + ZlZ6!:J.14!:J.2S _ (Z4)2!:J.12!:J.35 - Z'Z3!:J.14!:J.'. - 2Z'ZS!:J.1'!:J.23 
+ ZlZ'!:J.23!:J.45 

Using (3.2) and Table I, we see that the state vector 
P n is of highest weight . 
Al = n1 + 2n4 + ns + n6 + 2ng + n10 + 2n13 , 

1.2 = n2 + n3 + ns + n6 + 2n7 + 2ns + ng 

+ 2nlO + 3nn + 3n12 + 2n13 , (3.4a) 

VI = nl + 2n3 + na + ns + ng + nI2 + n13 , 

v2 = n2 + n4 + n6 + 2n7 + nlO + nI2 + n13 , (3.4b) 

2j = ft = n1 + 2n2 + no + ns + 2ns + n10 + 2n12 · 

The explicit polynomials Si may be obtained 
using (3.1) and the fact that Si is of highest weight. 
Thus, we have 

(C13 + C46, CI2 + C4S, C23 + CS6, CI4 + C2S + C36) 

xSi=O, i=I,···,13. (3.5) 

The explicit polynomials Si are listed in Table II. 
Five conditions are imposed on the 13 integers ni 

by Eq. (3.4), leaving eight integers independent. 
However, products of polynomials Si are dependent 
on other products, providing further conditions on 
the integers ni • There is only one independent integer 
ni , as we now show. 

First, it is clear there should only be one independent 
integer ni . In the restriction of SU(6) to [SU(3) @ 

SU(2)] for a 2-rowed Young diagram, there exists six 

independent Casimir operators, two in SU(6), two in 
SU(3), one in the subgroup SU(2) contained in SU(3), 
and one in the product SU(2) subgroup. In addi­
tion, there exists five independent linear operators in 
this rank-five group. This provides a total of eleven 
operators on the twelve coordinates z,:, i = 1, 2, 
ft = 1, ... , 6, leaving one independent exponent. 

On the other hand, products of polynomials Si 
are dependent on other products. The explicit relations 
between products are listed in Table III. These 
relations imply conditions on the integers ni , since 
whenever particular products occur, they may be 
re-expressed in terms of others. The conditions are 

(3.6a) 

If both of the sets of integers [n i , nj ] are nonzero, 
the term must be re-expressed as 

(3.6b) 

Finally, if all three of the integers nl , ns , n7 are nonzero 
or if n1 ~ 2, nn:;C 0, the product must be re­
expressed. 

Imposing these 20 conditions on the polynomial 
P ni' (3.3), we may classify the polynomial state 

TABLE III. Relations of products of fundamental states. 

(S.)' = (S,)'S, - 4S,S.S. 
(S,O)' = (SS)2S, + 4S,S,Sl1 
S,S'2 = S.S. + 2S2 S 3S. 
S.S'2 = -(S.S,o + 2S,S2SlJ) 
S.SJ2 = 2S2S 3S,O + S,S,S. 
S,S'3 = S.S. - 2S3S4SS 
S.S'3 = S.S'O + 2S,S4S11 
S.S'3 = S,S,S. + 2S3S.S,o 
S4S• = HSsS. - S'S,O) 
S2S, = -HSsS. + S,S'O) 

(S12)2 = S,(S.)' - 4(S.)2S3S 11 
(S'3)2 = S,(S.)2 - 4(S.)2S3S 11 
S.S12 = -S3S.S,O + S,S.Sl1 

S'OS12 = -(SsS,S. + 2S,S.Sl1) 
S13SJ2 = -4S,S3S4S11 + S,S.S. - 2S3(S.)2S, 
S'OS'3 = S.S,S. - 2S,S.Sl1 
S.S'3 = S3SSSlO + S,S6S11 

S6S,O = -(S,S'3 + S,S12) 
(S,)'S11 = S.S. - S3(SS)' 

S,S.S, = -S2S13 + S.S" 



                                                                                                                                    

1890 M. RESNIKOFF 

vector into six cases: 

(1) no = 1, nIO , n12 , nI3 = 0, 

exponents: n1nSn7, n4nS ' n2n9, nanu; 

(2) nlO = 1, no, n12 , n13 = 0, 

exponents: n1nSn7, n4ns, n2n9, nann; 

(3) n12 = 1, nl , n5 , no, ng , nIO , n1a = 0, 

exponents: n4nS, n2nan7nll; 
(3.7) 

(4) n13 = 1, n1, ns, no, ns , n10 , n12 = 0, 

exponents: n2n9, n3n4n7nll; 

(5) no, nlO' n12 , n13 = 0, 
exponents: nIn5n7, n2n9 , n4nS, nanu; 

(6) no, n10, n12 , n13 = 0, 
exponents: n1n5n9, n2n9, n4nS' nanu' 

For cases (1), (2), (5), the imposition of the conditions 
that n4, ns:F 0, n2, n9 :F 0, and n1, n5 , n7 :F 0 be 
eliminated reduces the number of independent 
integers to six. If the term n1 ~ 2, nu :F 0 is present, 
the number of independent integers is five. Using the 
five conditions (3.4), we see that cases (1), (2), (5) 
have, at most, one independent integer. In cases (3), 
(4), the imposition of conditions n4 , ns :F 0 or n2 , 

n9 :F 0, and (3.4), implies no independent integer ni • 

These two cases are nondegenerate. Equations (3.4) to­
gether with the conditions (3.6) provide the branching 
rules for SU(6) t [SU(3) @ SU(2)], that is, which rep­
resentations (VIV2, fl) can occur, with degeneracy 
g(A1A2; VIV2, fl)· 

To show that this prescription gives a complete set 
of states, it is necessary to show that 

N).l).. = Lg(A1A2; V1V2,fl)Nv1v2' N" 
Vi.)J 

= t L g(AI A2 ; V1V2, fl)(V1 + 1)(V2 + 1) 

X (VI + V2 + 2)(1' + 1), (3.8a) 

where the dimension of the 2-rowed SU(6) repre­
sentation N ).,).a is 

N).1).2 = (4! 5!)-1(A1 + 1)(A2 + 1)(A1 + A2 + 2) 

X (A2 + 2)(A1 + A2 + 3)(A2 + 3) 

X (AI + A2 + 4)(A2 + 4)(A1 + A2 + 5). 
(3.8b) 

We then substitute Eqs. (3.4b) into (3.8a), and sum 
the integers ni , subject to the conditions (3.6). This 
has been carried out for special cases, up to the case 
Al = 3, A2 = 6, N).l)., = 168, 168 and Al = 5, A2 = 5, 
N).l).1 = 206, 388. These representations are rather 
large, so the completeness is assumed to hold for 
general AI' A2· 

The method of constructing the highest weight 
polynomial state vector, outlined in this section, may 

be generalized to the case of a 5-rowed SU(6) repre­
sentation. It is straightforward to construct the 
fundamental states Si' but the difficulty arises in 
determining the dependence relations of Table III. 

4. DIRECT PRODUCT OF SU(6) 
SYMMETRIC STATES 

The general highest-weight polynomial state vector, 
associated with the 2-rowed representation, may he 
written 

ni 

where 'T is a parameter which labels the g-degenerate 
states and An/ 'T) are arbitrary coefficients. The 
polynomials P ni are not orthogonal with respect to 
the inner product; however, the states (4.1) may be 
diagonalized with respect to an operator X which 
breaks the degeneracy. The method of construction 
of such operators X is the same for U(n) t O(n),20 
U( 4) t [U(2) @ U(2)],1 and the present case, and so we 
will discuss the problem in qualitative terms. 

As shown in Ref. 6, the degeneracy in the direct 
product of SU(3) representations SU(3)1 X SU(3)2' 
(V1V2) @ (VaV4)' may be broken by means of an 
operator X. If we label the state vectors with the 
operators Cii , ij = 1, 2 [Eq. (1.2) with n = 3] for 
the first state vector in the direct product and i, j = 
3, 4 for the second, then we may form the operators 
C "V' flV = 1, ... ,4, which operate on the direct­
product state vector. The Casimir operator for the 
direct-product state vector 

C2 = C",,,,C,,,I'" fllfl2 = 1, ... ,4, (4.2a) 

may be writtenO 

(4.2b) 

where C2(3)1 is the quadratic Casimir operator for 
space "1," C2(3)2 for space "2," and C2(R), a quad­
ratic operator which commutes with the operators 
C "V' The cubic operator Ca may be expressed as a 
sum of operators Ca(3)1' Ca(3)2 [and also C2(3)1' 
C2(3)2] plus two additional operators constructed of 
Cpv that commute with the CS(3)i' C2 (3)i operators 
and the generators Cii. The direct-product state 
vector may be diagonalized with respect to one of 
these operators, Moshinsky's operatorO X. 

Alternatively, it has been shown by Hecht21 that 
the operator X on the direct-product state may be 
expressed in terms of a mixed product of generatqrs 
acting on spaces "1," "2": 

x = (C~p(l)c"a(I) + C"a(1)CP"(1»CaP(2). 

IX, p, fl ==. 1, 2, 3, (4.3) 
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where CPII(I), CPII(2) are the generators on the spaces 
"1," "2," respectively, and IJ.Pfl = 1,2,3. 

We consider now the operator X which breaks the 
degeneracy of SU(3) ® SU(2) multiplets in SU(6). 
For the symmetric representation of SU(6), the 
SU(3) ® SU(2) multiplets are nondegenerate. We 
may construct, as in (4.2a), the SU(6) quadratic 
Casimir operator 

(4.4) 

which takes the form of (4.2b), a quadratic SU(3) 
plus a quadratic SU(2) Casimir operator, and a 
quadratic operator C2(R) constructed of the remaining 
SU(6) generators. The operator C2(R) commutes with 
the SU(3), SU(2) quadratic Casimir operators, but, 
similar to (4.2b), is already diagonal with respect 
to Eq. (4.1). The cubic SU(6) Casimir operator ca on 
the symmetric representation reduces to a sum of 
Casimir operators ca, C2 on SU(3), C2 on SU(2), 
plus operators ca(R), C2(R), all diagonal on the 
symmetric state vector. 

If the state vector (4.1) is associated with a 2-rowed 
Young diagram, the cubic Casimir operators break up 
as before, but Ca(R) is now in two parts Ca(Rh, Ca(R)2 
(on the symmetric representation, to within the 
Casimir operators, these operators are the same). 
Either operator C3(R)i' i = 1, 2, may be used to 
diagonalize (4.1) and determine the coefficients 
An/T). This operator may be constructed (modulo 
Casimir operators) as the cubic operator contracted on 
the U(2) lower indices Cij (before relabeling). 

Alternatively, in terms of the SU(6) generators, we 
may see that the operator X has the form (4.3). The 
SU(6) generators, according to (1.1) with m = 2, 
may be written 

C~P = C~P(1) + C~P(2), IJ., P = 1, ... ,6, (4.5) 

where C~I/(1) [C~P(2)] is constructed of C6 vectors 
z~(z;). The cubic Casimir operator may be written 

C3 = C3(l) + CS(2) + 3CIl1ll2(1)CII2113(1)CIISII1(2) 

+ 3CII11l2(l)CII2113(2)CII3111(2). (4.6) 

The last two terms have the form of X, Eq. (4.3), 
up to Casimir operators. 

If we consider the 2-rowed SU(6) ::::> SU(3) ® SU(2) 
state vector as the direct product of SU(6) symmetric 
states, SU(6)1 x SU(6h, with generators C~P(i), r:t..{3 = 
1, ... , 6 and i = 1, 2 for the two spaces, then the 
generators have the form (4.5), and our operator X 
is exactly Moshinsky's operator X (modulo Casimir 
operators). 

Given the orthonormal state vector (4.1), it is 
a straightforward matter to calculate the coupling 
coefficients for the nondegenerate direct product 

(AI' 0, ... ,0) X (A2' 0, ... ,0) 

= ~ (Aa, /La, 0,'" ,0) (4.7) 

of SU(6) ::::> SU(3) ® SU(2) representations. We out­
line the steps. According to Bargmann22 (or Ref. 15), 
it is necessary to construct an orthonormal polynomial 
h, invariant under SU(6) transformations U, 

Tuh = h. 

Then, h may be written 

X IA2' 1J.2P2) 1 Asfls , r:t..sfJa)" (4.8) 

where { } is the 3A coupling coefficient, which may 
be obtained explicitly by taking the inner product 
(see Appendix B) of h with the 3-state vectors on the 
right of (4.8). The problem, then, is to find an invariant 
h. We state the result, 

h = Jl (Z2 . ia)kl(Zl . za)k2[(Zl x Z2) • ~S4)Y3 
, (4.9) 

kl! k2! ka! 

where Jl is the normalization calculated in Appendix 
B. Finally, it is necessary to take the inner product of 
h, (4.9), with a product of the state vectors IAllJ.lPl) X 

IA21J.2P2) [Eq. (2.11a)] and 1 Aafla ; lJ.a, (3a\ [Eq. (4.1)], 
to obtain the 3A coupling coefficient. 

APPENDIX A: SU(2) IRREDUCIBLE REPRESENTATION 

The explicit polynomial state vector for the symmetric SU(6) ::::> SU(3) ® SU(2) representation is given by 
(2.11a). The SU(2) transformation Tu ' defined in (2.12a), may be written 

(AI) 

We wish to prove 

T" IA; 1J.(3) = 1>h(u) IA; r:t..{3'), (2.13a) 

T. I;'" IJ.P> = N( -ll '" r! 02 - q)! p! (AI - p)! s! (JlIIV)"'PI'V .. S'" " , * k! (12 _ q _ k)! 12 ~iK' <l.K.' 
(A2) 

(li,lei 
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where 
P:

i
Y
Ki = (a U )"I-S-Il( aI2)11( a21Y-V( a22) Y( z~tl-KI( z~tl( ZiY'-K2( Z~t2( z~ya-"'( Z~)"3, 

S:iY"i = Z [all (IXI - k1 - al)! (Kl - al)! (k1 - Kl + al)! a2! (1X2 - k2 - a2)! (K2 - a2)! (k2 - K2 + a2)!]-1 
Ui 

kl.k2 

X [(,u - al - a2)! (1X3 - S + kl + k2 + al + a2)! (K3 - a1 + a2)! (s - k1 - k2 - K3 - al - a2)!]-1 

and 1X1 = P - (r - k), 1X2 = r - k, 1X3 = Al - p, Kl + K2 + 1<3 = ,u + v = s'. By use of the binomial relation 

Z 1 = (a + b + c)! 
s s! (a - s)! (b - s)! (c + s)! a! b! (a + c)! (b + c)!' 

the coefficient S:~ becomes (let v' = s' - ,u') .. 
SI'V = (AI - s')! s'! 

ai'" K1! (IXI - K1)! K2! (1X2 - K2)! K3! (1X3 - K3)!,u! (s' - ,u)! [s - (s' - ,u)]! (AI - s - ,u)! 

If we insert this result into (A2) and compare with (2.12a), we have (2. 13a). 

APPENDIX B: NORMALIZATION OF 
INVARIANT h 

The inner product of h may be calculated from the 
generating function 

where 

if-. "h kl k2 kJ 
'V = £., 7'1 7'2 7'3 

lei 

= exp h(Z2 . Z3) + 7'2(Zl . =3) 

+ 7'3(Zl X Z2) . Li34 }, (Bl) 

(<1>', <1» = Z (h, h) n 7'~mf~n' (B2) 
ktk/ mn 

= J d,u24 exp (A), (B3a) 

A = 7'1(Z2 . =3) + 7'2(Zl . =3) + 7'3(ZI X Z2) . Li34 

and 

+ f{(Z2 . Z3) + f~(Zl . Z3) + 'r~(zl X Z2) . Ll34 

(B3b) 

d,u24 = exp (-z~ . z~) n dx~dYf, 
i,a,p 

IX = 1, ... , 4, ~ = 1, .. , ,6. (B3c) 

The exponent A may be written in the form 

A = a1 . Z3 + a2 . Z3 + bl . Ll34 + b2 . Ll34 , 

using the results of Ref. 15, integrated to give 

f d,u12 exp {[a1 . a2 - (a l ; bl)(~)]/(1 - bl . b2)} 
(1 - b

i 
. b2)5 ' 

(B4) 
where 

where 

B = (7'{ Z2 + 7'2Zl) . (7'l Z2 + 7'2Z1) • 

1 - f~7'3(Zl X Z2) . (Zl X Z2) 

To calculate the integral in (B5), we form a generating 
function, as in (Bl), 

'¥ = ,,(B)n(bl • b2t ( )n( )f 
£., 1 1 PI P2 n. r. 

and take the inner product of'¥ with respect to Z2' 
expand out again, form a generator, and take the 
inner product with respect to Zl' The result is 

(<1>', <1» = Z (h, h) n (7'",f;,lm, 

where 
ki '" 

~-2 = (h, h) 

(A3 + /13 + 5)! (A3 + /13 + 4)! (,u3 + 4)! 

,u3! (A'l - ,u3)! (A2 - ,u3)! (A3 + 4)! 4! 5! . 

(B6) 
This is the normalization Ll in Eq. (4.9). 
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An eikonal approximation for nonlinear equations is derived from an expansion in powers of space 
and time derivatives. For the special case of one dependent variable, the method is equivalent to an 
averaging method proposed by Whitham and derived by Luke. A general solution for each order of 
the expansion is obtained and discontinuous solutions are discussed. 

1. INTRODUCTION 
WhithamL2 has proposed an averaging method for 

treating nonlinear equations. It is based upon the 
existence of periodic wavetrain solutions, for which 
the rapid oscilIations are averaged out to give equa­
tions for the relatively slow and smooth variation of 
the wave vectors and frequency. In the first instance, 
these equations were obtained by averaging conserva­
tion laws, but later it was shown that the theory 
could be expressed more simply in terms of an 
averaged Lagrangian. 2 

The derivation of the method has been considered 
by Luke,3 who used an expansion procedure which 
had been applied to ordinary differential equations 
by Kuzmak4a and which amounts to an extension of 
the eikonal approximation to nonlinear equations.4b 

This work is of interest not only for the development 
of the theory of nonlinear equations, but also because 
the eikonal approximation arises frequently when 
there is a change of level of approximation or of 
physical understanding. 

However, it is clear that a further study is required 
since part of Luke's derivation3 referred to one 
particular differential equation only and, in a more 
general case, was restricted to second-order equa­
tions in one dependent variable, and it was found that 
Whitham's approach was "by no means evident from 
the above expansion method," but required a studied 
rearrangement of the equations. 

The purpose of this paper is to give a more general 

discussion of the expansion procedure and to make 
certain extensions of the method, most particularly to 
include the important case of several coupled fields. 

Two derivations will be given. In Sec. 2, the special 
case of one dependent variable wiIl be considered, and 
it wilI be shown that, if one works with the conserva­
tion laws, both of Whitham's formulations1•2 follow 
very simply. The content of this section is essentially 
the same as Luke's derivation, 3 but it is made clear that 
it is Hamilton's principle which permits the use of an 
averaged Lagrangian approach.2 It is also shown that 
there is an alternative to the averaged Lagrange 
equations, which may be easier to use in practice. 

In Sec. 3, the procedure will be extended to cover 
the case of coupled fields. This is accomplished by 
introducing several phase variables, and it allows us to 
consider problems in which there are "pseudo­
frequencies" 2.5 and to calculate the scattering of waves 
in the eikonal approximation. The approach used in 
Sec. 3 is slightly different from that of Sec. 2. There 
are circumstances in which Lagrange's equations arid 
the conservation laws are not equivalent. When the 
former are more fundamental, the derivation of Sec. 
3 should be used; otherwise, the approach of Sec. 2 is 
necessary. 

In Sec. 4, the higher-order equations are discussed in 
detail and, for one dependent variable, a general solu­
tion is found. Section 5 contains a discussion of dis­
continuous solutions. 

No applications will be considered in this paper, 
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and time derivatives. For the special case of one dependent variable, the method is equivalent to an 
averaging method proposed by Whitham and derived by Luke. A general solution for each order of 
the expansion is obtained and discontinuous solutions are discussed. 

1. INTRODUCTION 
WhithamL2 has proposed an averaging method for 

treating nonlinear equations. It is based upon the 
existence of periodic wavetrain solutions, for which 
the rapid oscilIations are averaged out to give equa­
tions for the relatively slow and smooth variation of 
the wave vectors and frequency. In the first instance, 
these equations were obtained by averaging conserva­
tion laws, but later it was shown that the theory 
could be expressed more simply in terms of an 
averaged Lagrangian. 2 

The derivation of the method has been considered 
by Luke,3 who used an expansion procedure which 
had been applied to ordinary differential equations 
by Kuzmak4a and which amounts to an extension of 
the eikonal approximation to nonlinear equations.4b 

This work is of interest not only for the development 
of the theory of nonlinear equations, but also because 
the eikonal approximation arises frequently when 
there is a change of level of approximation or of 
physical understanding. 

However, it is clear that a further study is required 
since part of Luke's derivation3 referred to one 
particular differential equation only and, in a more 
general case, was restricted to second-order equa­
tions in one dependent variable, and it was found that 
Whitham's approach was "by no means evident from 
the above expansion method," but required a studied 
rearrangement of the equations. 

The purpose of this paper is to give a more general 

discussion of the expansion procedure and to make 
certain extensions of the method, most particularly to 
include the important case of several coupled fields. 

Two derivations will be given. In Sec. 2, the special 
case of one dependent variable wiIl be considered, and 
it wilI be shown that, if one works with the conserva­
tion laws, both of Whitham's formulations1•2 follow 
very simply. The content of this section is essentially 
the same as Luke's derivation, 3 but it is made clear that 
it is Hamilton's principle which permits the use of an 
averaged Lagrangian approach.2 It is also shown that 
there is an alternative to the averaged Lagrange 
equations, which may be easier to use in practice. 

In Sec. 3, the procedure will be extended to cover 
the case of coupled fields. This is accomplished by 
introducing several phase variables, and it allows us to 
consider problems in which there are "pseudo­
frequencies" 2.5 and to calculate the scattering of waves 
in the eikonal approximation. The approach used in 
Sec. 3 is slightly different from that of Sec. 2. There 
are circumstances in which Lagrange's equations arid 
the conservation laws are not equivalent. When the 
former are more fundamental, the derivation of Sec. 
3 should be used; otherwise, the approach of Sec. 2 is 
necessary. 

In Sec. 4, the higher-order equations are discussed in 
detail and, for one dependent variable, a general solu­
tion is found. Section 5 contains a discussion of dis­
continuous solutions. 

No applications will be considered in this paper, 
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and the reader will find that reference to Whitham's 
work1. 2•5 will make the argument more readily 
understandable. 

2. THE EXPANSION IN LOWEST ORDER 

It is assumed that the equations under consideration 
are Lagrange's equations for the functions Vr: 

=- (2.1) 
aVr 

Here, r = 1, 2, ... ,m, and L is the Lagrangian 
density 

( 
aVr ) L == L Vr ' -, X; • 
ax; 

(2.2) 

The summation convention is assumed for the sub­
scripts i, which run over the values 0, 1, 2, ... , N. 
Usually, we have in mind N = 3, with Xo equal to the 
time t and (Xl, X2' xa) representing three space 
coordinates. 

The tagrangian density given in Eq. (2.2) is suffi­
ciently general for most applications. The use of 
several unknown functions Vr allows us to consider 
systems of coupled equations and also equations 
which are of more than second order, provided it is 
possible to define a higher derivative of a function 
Vr as a new function v. and still write the equations in 
Lagrangian form. 

If L does not depend explicitly upon X;, Eqs. (2.1) 
frequently have periodic wavetrain solutions of the 
form 

with 
(2.3) 

(2.4) 

The k; are constants, and the entire dependence of 
Ur upon the Xi is contained in the phase function O. 
When Xo is the time, (-ko) is the frequency and, in 
three space dimensions, (kl , k2' ka) is the wave vector. 

Substitution of Eqs. (2.3) and (2.4) into Eq. (2.1) 
gives 

(2.5) 

where 

0_ (0 k aU~) 
£, = L U r , i ao . (2.6) 

Equations (2.5) are m ordinary differential equa­
tions for the functions u~(o), and they are Lagrange's 
equations for a dynamical system with generalized 
coordinates u~ and Lagrangian U, with (J playing the 
role of the time. Although special solutions of Eqs. 
(2.1) may be found in this way, the solutions of Eqs. 
(2.5) generally are multiply periodic and the eikonal 

approximation requires the introduction of several 
phase variables. For this reason, to clarify the dis­
cussion and to make more direct contact with the 
work of Whitham1. 2 and Luke, a the special case of one 
unknown function (m = 1), and hence one phase 
variable, will be considered in this section, and the 
subscript will be omitted from ur • The more general 
discussion will then be given in Sec. 3. Also, until 
later in this section, it will be assumed that there are 
no Xi which do not occur in O. 

The eikonal approximation consists in seeking more 
general solutions in which the k i and the constants 
of motion occurring in UO(O) are slowly varying func­
tions of the Xj. Such solutions may arise if the wave 
is propagating through a nonuniform medium, which 
varies slowly in space and time. In this case, L 
depends explicitly upon Xj. For a uniform medium, 
the slow variation of the k i may be generated by 
boundary conditions, or it may correspond to the 
asymptotic condition of a more complicated solution, 
when waves of different k; have become dispersed 
from one another. In this case, the approximation 
will not be uniformly valid for a given system, but will 
describe particular states of motion which may 
exist. 1.2 

When the k; depend upon the x j ' Eq. (2.4) must be 
replaced by 

(} = fpk; dxi , (2.7) 

where the integral is taken along some path P. 
U suaUy, it is required that 

ak; _ akj 
_ 0 for all i, j, (2.8) aX

j 
ax! - , 

in order that 

--=-- (2.9) 

be satisfied. 
Then, provided the k; are single valued, it follows 

from Stokes' theorem that, apart from a constant, (} 
is independent of the path P. This is not necessarily 
true in general. In geometrical optics,6 for example, 
in the case of a point source and a plane mirror, the 
vector is 2-valued, one corresponding to rays from 
the source, the other to rays from the image. When 
a ray is reflected at the mirror, the wave vector jumps 
from one branch to the other. Thus, at each point, (} 
depends upon the path followed by the ray, even 
though Eq. (2.8) is satisfied. In this case, the path 
dependence of (J is one way of building the boundary 
conditions into the eikonal approximation. 

Alternatively, it may be that ovjiJx. are the basic 
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physical quantities and Eq. (2.9) is not satisfied. Then 
u may be introduced as a path-dependent variable, 
Eq. (2.8) need not be true, and 0 is path dependent. 
As an example, which is discussed in Sec. 5, ov/ox i 

may be the components of the velocity of a fluid, and 
Eq. (2.9) breaks down in a region where the flow is not 
irrotational. For the present, it is assumed that Eq. 
(2.9) is required. 

The object now is to find differential equations for 
the variation of the k j with the Xi' The requirement 
that this variation be slow suggests that an expansion 
be made in powers of derivatives with respect to the X; . 

For any solution vex;) = u(O, x;), 

Then, if 

OV = k
i 

OU + au . 
OX; of) OXi 

00 

_" n U - """U , 
n=O 

(2.10) 

where un is of nth order in derivatives of UO with 
respect to Xi with 0 fixed, 

-=k.-+I k.-+-OV ouo 00 ( OUMl oun) 
OXi t of) n=O t of) OXi' 

(2.11) 

with terms of the same order collected together. 
In this method of phrasing the eikonal approxima­

tion, the k, are of order zero and the derivatives are 
of higher order. It should be noticed that this is 
different from the usual approach in geometrical 
optics,6 where it is assumed that the derivatives are of 
order zero but the k j are large, and an expansion is 
made in powers of kjl. For the electromagnetic field, 
the two methods yield the same result, but if the 
equations are not homogeneous in derivatives, or if 
they contain u, this is not so. The second approach 
is inappropriate for the present problem, since in 
lowest order, it does not give the equation for the 
periodic wave train. 

Now, if the Lagrangian is expanded as 

(2.12) 

the successive approximations to Eqs. (2.1) may be 
obtained from Eqs. (2.10)-(2.12). In lowest order, 
Eq. (2.5) is obtained, as expected. By choice of con­
stants of integration, the period may be assigned 
arbitrarily, and it will be set equal to unity. In prin­
ciple, the period could be allowed to depend upon Xi' 

but this merely complicates the calculation, and it 
adds nothing since it can be absorbed into the k,. 

The equations for the variation of the k, and the 
corrections may be found from the higher-order 

approximations to Eq. (2.1). However, it turns out 
that this requires quite cumbersome manipulations,3 

which can be avoided if the expansion is applied to the 
energy-momentum tensor. 7 Both of Whitham's formu­
lations1.2 follow rather easily, and the relationship 
between them becomes clear. In addition, there is a 
considerable simplification of the discussion of the 
corrections. 

Two derivations will be given, one in the remainder 
of this section, the other in Sec. 3. 

The energy-momentum tensor7 is defined as 

au oL 
T .. = b.,L - ----
" , ox; o(ou/ox,) 

(2.13) 

and, from Eqs. (2.1) and (2.9), it satisfies 

(2.14) 

The essential simplification in using Eqs. (2.14) instead 
of Eqs. (2.1) is that there are no explicit derivatives 
with respect to u in Eqs. (2.13) and (2.14). It may also 
happen that it is essential to use Eq. (2.14). For some 
systems, there is no Lagrangian, yet the equations 
may be written in the form of Eq. (2.14), with an 
appropriate change in the right-hand side. 

Now, if the expansion of Tij is 

00 

T';, = LT;~, (2.15) 
n=O 

then 

TO. = b .. /J _ k.(oIJ) 
" ., 'ok 0' , " 

(2.16) 

where LO is given by Eq. (2.6), and the expansion of 
Eq. (2.14) is 

(2.17) 

k. oT;~ + (OT:';-l) = (OL
n

-
l) 

, of) ox; 9 OXi U.k/ (2.18) 

for n = 1,2, .... 

Equation (2.17) could have been obtained alterna­
tively from Eq. (2.5) and, by using Eq. (2.16) and 
assuming k i ~ 0, it gives the "energy equation" of 
Eq. (2.5), 

k. oLo _ LO = I OUO oLO _ IJ 
, ok; r of) o(ou%O) 

= E(Xi)' (2.19) 

The requirement that the period be unity gives a 
relation between E(xi ) and the k;, and the boundary 
conditions relate the other integration constants to k j • 

A useful way of finding these relationships in practice-
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is to use a particular case of Hamilton's principle for 
Eqs. (2.5), which states that 

C = <m == fd(W (2.20) 

is stationary with respect to variations of u. Trial 
functions u, with period unity, are substituted into 
Eq. (2.20) and C is minimized with respect to param­
eters in u. In particular, if E is chosen as a parameter, 

oC = 0 
oE (2.21) 

gives the dispersion relation between k i and E, and if 
ki are replaced by oO/oxi , this is the eikonal differen­
tial equation. 6 

Turning now to the first-order equations, Eqs. 
(2.18) for n = 1 may be integrated with respect to 0 
to find 

k;lTfi(O) - TflO)] 

= _ {O dO' (OT~lO'») + {O dO' (oIJ) . (2.22) 
Jo ox; 0' Jo oXi uO,k; 

Now TO. and LO are periodic in e and, unless 
'i 

(2.23) 

the right-hand side of Eq. (2.22) increases without 
bound as 0 increases. Since TI; depends upon u1

, 

oul/oO, and x; derivatives of u, this would imply that 
at least one of the ul would be unbounded for large e, 
and the approximation would break down. Then Eq. 
(2.23) has to be satisfied to remove these secular terms. 

Since e' is held fixed in differentiation with respect 
to Xi' Eq. (2.23) may be rewritten 

~ (~> = l(oIJ) \, 
oX i \ oXi UO.kj/ 

(2.24) 

where ( ... > implies averaging over 0 as in Eq. (2.20). 
These are the required equations for the ki' and they 
are one form of the averaged conservation laws 
introduced by Whitham.1 

Now Hamilton's principle allows us to rewrite 
(T?;> and Egs. (2.24) in an alternative form. It follows 
from Eqs. (2.5) that C is stationary with respect to 
variations of uO, so that 

/(oIJ) \ _ /oIJ\ _1S:... 
\ ok; u O/ - \ok/ - ok; 

and, averaging Eq. (2.16) over a period 
Eq. (2.25), we have 

(To.) = b .. C - k.~. 
" ., , ok; 

(2.25) 

and using 

(2.26) 

Using Hamilton's principle again, we see that Eq. 
(2.24) becomes 

(2.27) 

On comparing Eqs. (2.26) and (2.27) with Eqs. (2.13) 
and (2.14), it can be seen that (~) is the energy­
momentum tensor and Eqs. (2.27) are the conserva­
tion laws of a system, for which the Lagrangian is C 
and k; are the derivatives of the field. That is, the 
Lagrangian C, which determines the x; variation, is 
the average of the Lagrangian LO which determines 
the 0 variation. 

The averaged Lagrangian equations may now be 
obtained by substituting Eq. (2.26) into Eq. (2.27) to 
find 

oC (Ok; _ Oki) = k.(~ ~) 
ok; oXi ox; t ox; ok; . (2.28) 

Then, from Eq. (2.8), provided k i ¥- 0, we have 

..E..1S:... = 0, 
ox; ok; (2.29) 

which is the Lagrange equation corresponding to 
Eqs. (2.26) and (2.27), since 0 does not appear 
explicitly in L. 

Alternatively, Eq. (2.28) could be multiplied by 
oC/oki and summed over i to obtain zero on the left­
hand side. Then, provided kJoC/oki ) =;i; 0, Eq. (2.29) 
follows. 

Equations (2.8) and (2.29) are an alternative set of 
equations for the ki' and constitute the second 
method proposed by Whitham.2 For linear equa­
tions,2.4b Eq. (2.29) becomes the transport equation 
of geometrical optics. 6 It can be seen from this 
derivation that the basic reason why the averaged 
Lagrangian may be used to find the variation of k; is 
that the initial solutions u~ are extremals of L. 

The procedure, then, is to find particular periodic 
solutions of Eqs. (2.5) and to calculate C to find the 
explicit form of Eq. (2.29). However, it should be 
noticed that, in practice, it is often simpler to use Eq. 
(2.25) to rewrite Eq. (2.29) as 

~ /(oIJ) \ = 0, (2.30) 
ox; \ ok, uO/ 

since differentiation of UO (which may be a complicated 
function of k,) is thereby avoided. The main advantage 
of using the averaged Lagrangian equation, instead of 
the averaged conservation laws, is that the number 
of equations which are peculiar to the system under 
consideration is reduced from N + 1 [Eqs. (2.27)] to 
one [Eq. (2.29)]. Equations (2.8) are quite general. 
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This advantage is preserved if Eq. (2.30) is used 
instead of Eq. (2.29), and, often, the calculations are 
simplified. 

An immediate extension of the method may be 
obtained by assuming that i = 0, 1, 2, ... , M, and 
that the variables Xi for i > N do not occur in (), 
Slow variation with respect to these variables is not 
assumed and, in the expansion, by writing summations 
explicitly, Eqs. (2.17) and (2.18) become, for i S N, 

(2.31) 

(2.32) 

Equations (2.31) and (2.32) may be integrated over Xi 

for j > N and, provided T~j vanishes on the bounda­
ries, Eqs. (2.17) and (2.18) are obtained, with T:~ and 
U' replaced by their integrals over Xi for j > N. 

The rest of the argument proceeds as before, except 
that C has been averaged over Xj' for j >. N, as well 
as over (J. This the procedure used by Whitham5 in 
considering water waves. 

3. SEVERAL PHASE VARIABLES 

In general, when there are m coupled fields Un the 
solutions of Eqs. (2.5) are multiply periodic and 
describe the motion of many wavetrains. Then, 
clearly, it is too restrictive to assume that each wave 
train has the same wave vector k; or that, if the 
wave vectors were the same initially, they would vary 
in the same way in space and time. In these circum­
stances, the procedure has to be modified, and it is 
necessary to introduce several phase variables (Ja' 
As a simple example, if the Lagrangian describes m 
uncoupled fields, each wavetrain has its own wave 
vector and requires its own phase variable. 

The manner of introducing several phases will 
depend upon the problem, in general. Here, we 
describe the procedure for a special case, which, 
however, occurs frequently in practice. The solution 
of Eqs. (2.5) may be expressed in terms of angle 
variables JI'a = v.() + 0" and action variables Jp as 

and u~ is periodic in the w",. 

Then it frequently happens that the many-phase 
function 

is a solution of Eqs. (2.1), even when the wave vectors 

k~ = a(J" 

• OX; 
(3.1) 

depend upon IX. This is the situation which we con­
sider. A special case occurs when all variables but one 
are cyclic. Then the solutions are periodic in one 
phase and linear in the remainder. This problem may 
also be solved with the aid of only one phase variable, 
and this appears to be the most general case in which 
this is true. 2 The recurrence of a smaller number of 
cyclic variables may make it possible to reduce the 
number of phases, but more than one will be required. 
The k~ for the cyclic variables correspond to 
Whitham's1.2 pseudo-wave-vectors. 

The constants o. which occurred in the angle vari­
ables have been absorbed into the phases ()". The 
required generalization of the procedure of Sec. 2 is 
to find equations for the Xj variation of the m quan­
tities Jp as well as of the k~ . 

One set of relations is obtained by setting the 
periods in ()Il equal to unity as in Sec. 2, which requires 

Vj == Y;Ck~, Jp) = 21T. 

For cyclic variables, the corresponding constants Ji 

may be absorbed into the k~. The other required 
equations are the generalizations of Eq. (2.29), and 
the remainder of this section is concerned with 
deriving them. 

In cases where the ()" cannot be introduced in this 
way, more explicit methods, such as perturbation 
theory, must be used, and a similar accounting of the 
2n integration constants has to be made. 

For any solution v,,(xi ) = UrC(Ja, Xi), 

OV" = k~ OUr + aU,. (3.2) 
OX; , o(J", OX; , 

where the summation convention is used for IX. 

If the kf are constant, the Lagrangian is 

IJ = L (UO k'" au~) (3.3) 
T' 1 a() 

It 

and Lagrange's equations (2.1) become 

a ( oIJ ) oL
o 

(3.4) 
o(J", o(ou~!oO(1.) = ou~ , 

which is the generalization of Eq. (2.5). The uniform 
solutions, upon which the eikonal approximation is 
based, are then the special solutions of Eq. (3.4), 
which satisfy the requirements set out above. 

Now it is possible to introduce the energy­
momentum tensor and to obtain the averaged con­
servation equations exactly as in Sec. 2. However, 
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the averaged Lagrange equations for each IX separately 
do not follow immediately. For this reason, a slightly 
different method is used. 

Let 

M = b L _ "" oUr oL () 
ap ap .;- oOa oCourloOp) 3.5 

This quantity is essentially the energy-momentum 
tensor for the variables Oa. The equations for MaP 
have the same structural advantages as the conserva­
tion equations, and they lead to the average Lagrange 
equations for each IX. Also, we find that there is no 
need to take particular care of the explicit dependence 
of L upon Xi' 

From Eq. (3.2), Lagrange's equations (2.1) become 

(1- oL ) + k,,:1-( oL ) = oL (3.6) 
oXi oCourloxi) 9 'oOa oCourloxi ) OUr 

Also, using Eq. (3.2), we have 

oL = k"= oL, (3 7) 
oCourloO,,) , oCourloxi ) . 

(aL) = I aL aUr • (3.8) 
ok~ u, r o(ourlox;) oOa 

With the aid of these three equations, oMap/oOp may 
be calculated directly from Eq: (3.5) and put into the 
form 

oMap [0 (OL) J 
oOp = OX; ok~ " 8' 

(3.9) 

No approximation has been made so far, but if MaP 
is expanded as 

(3.10) 
n 

then the lowest two orders of Eq. (3.9) are 

iJM:p = 0 
GO ' 

(3.11) 
P 

OMI [ 0 (iJIJ) ] 
oo;fJ = OX; ok~ tiT 9' 

(3.12) 

where 

o ,0 '" OU~ oLO (3) 
MaP = i'J/lpL - '7 ao" a(au~/oOp) 3.1 

Equation (3.11) could be obtained from Eqs. (3.4) and 
(3.13) directly. 

For the moment, we assume that the Ur are periodic 
in every Oil' Then, when Eq. (3.l2) is integrated over 
the 011' the requirement that there be no secular terms 
in u~ for each Op leads to the condition 

~ I (oIJ) \ = 0 (3.14) 
ox; \ ok~ ,,/ 

for each ex, just as in Sec. 2. Here, the average is over 
a complete period of each ()fJ. Further, if C is the 
average Lagrangian 

C = fd01 dOz' .. dOmLo, (3.15) 

then Hamilton's principle shows once again that the 
requirement of keeping Ur fixed when differentiating 
with respect to k: may be dropped in Eq. (3.14). It 
may be rewritten as 

1- ac = O. (3.16) 
ox; ox~ 

These are the Lagrange equations for the functions 
011' with the Lagrangian C not explicitly dependent 
upon (). The conservation equations (2.27) follow 
immediately with the aid of Eq. C2.8). 

Equations C3.16) are the appropriate generalization 
of Eqs. (2.29) and, in fact, the derivation is simpler 
than that given in Sec. 2. However, it is instructive to 
compare the two methods, and, furthermore, it is 
seen in Sec. 5 that there are circumstances in which 
the conservation laws (2.14) are more fundamental 
than Lagrange's equations; then the method of Sec. 2 
should be followed. 

So far, it has been assumed that the original 
solution was periodic in the variables 01 , O2 , ••• , Op. 
Suppose now that there is an additional variable ° pH' such that u~ is linear in () pH and that u~ does not 
appear in £0, which is then independent of 0 pH' Then, 
as above, the requirement of no secular terms in 
01 , ••• , Om gives 

(3.17) 

instead of Eq. (3.16). Now the right-hand side of Eq. 
C3.17) is independent of () pH' so it has to be zero if 
there are no secular terms in () pH occurring in 
M!~!+l' Thus Eq. C3.16) is satisfied without integra­
tion over Op+! and the equation holds for (X = P + 1 
also. The kr+l are the pseudofrequencies which were 
considered by Whitham2.5 in applications to water 
waves. 

In Eqs. (3.16), the different wave vectors are 
coupled together, and this equation represents an 
eikonal approximation for the scattering of waves. 

4. HIGHER ORDERS 

In this section, higher orders of the expansion are 
considered. In each order, coupled equations for the 
u; are obtained. Therefore, we restrict ourselves to the 
case of one dependent variable, for which an explicit 
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solution may be found. This illustrates the procedure 
to be followed in the more general case. It is possible 
to work with Tij or M"/l and obtain the same result, 
but we use the latter, since the derivation is rather 
simpler algebraically. 

It is assumed that there is just one unknown 
function u and one phase variable e. Then, instead of 
M"/l of Sec. 3, we work with 

M = L _ ou oL 
00 o( ou I (0) 

(4.i) 

which satisfies 

(4.2) 

as a special case of Eq. (3.9). 
Now, if 

(4.3) 

and L is expanded according to Eq. (2.12), then 

(4.4) 

Now Mn depends upon un, ounjoe, and the mth 
derivatives of un- m and oun-m/oe with respect to Xj 

and, in order to rewrite Eq. (4.5) as an equation for 
un, Mn will be rewritten 

Mn(6) _ (u n ~ ou n a ) MO(o) n(e 
- Ouo + 00 o(ouoloe) + "" ), 

(4.6) 

where, by definition, ""n(o) is the part of Mn which 
does not contain un or un(O). 

Then, from Eqs. (4.1) and (4.6), using Eqs. (2.5), 
we have 

n n n(O 013 auG 0213 ) 
M - fl = u oOo(ou%O) - ae ouooCouoloO) 

(Ju n (Juo (}2LO ---
00 00 OCOUOIOO)2 

0213 (n 02UO au
n dUO) 

= o(OUOIOO)2 U 002 - ae 00' (4.7) 

If this expression is substituted into Eq. (4.5), the 

resulting equation may be integrated at once to give 

ouo 
un(O) - un(O) = - -

dO 

x [OdO'{ [O'dO,,([~(OLn-I) ] + Mn(O) _ ""n(fJ'»)j 
Jo Jo OX; ok; u 8" 

say. 
This is an explicit solution for un (0) , since the 

right-hand side depends upon um for m < nand 
Mn(o), which is an integration constant. 

Now, if um for m < n are periodic with unit period, 
it follows from Eqs. (4.5), (4.8), and (4.9) that un will 
have secular terms in 0 unless 

dO' - -- -0 i l [ 0 (dC-I) ] 
° oXi ok; u e'-

(4.10) 

and 
(4.11) 

Then, from Eqs. (4.9) and (4.11), un(O) is periodic 
with unit period and, since this is true of tf!(O), it 
follows by induction that it is true of all un(e), and 
Eqs. (4.10) and (4.11) are satisfied for all n. 

Equation (4.10) determines un- l (0) , and Eq. (4.11) 
is a condition for Mn(o). Thus, the solution is com­
pletely specified. LukeS used a different method to 
find un(O) for a particular Lagrangian, and it can be 
shown that the general solution given by Eq. (4.8) 
applied to that special case can be transformed into 
Luke's solution. 

The accuracy of the lowest-order approximation 
could be estimated by means of the expansion, but 
each individual case must be considered separately, 
since the assumption of slow variation is expected to 
be good only for particular times or boundary 
conditions. 

5. DISCONTINUOUS SOLUTIONS 

The solutions of Eq. (2.29) may become many­
valued or singular if the medium has a discontinuity 
or if, for example, the group velocity decreases along 
the direction of propagation, so that a given segment 
of the wave tends to catch up with the wave ahead of 
it. When this happens, the theory is strictly invalid, 
but it may still be possible to make use of it by 
introducing discontinuous solutions.s However, a 
difficulty arises in that there are different sets of con­
ditions which might be used to determine the dis­
continuities. Whithaml suggested a particular choice 
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[Eq. (5.3) below]. In this section, the problem will 
be reconsidered, since the derivations given above 
suggest different possibilities. 

From Eqs. (2.8) and (2.29), it is straightforward to 
derive9 expressions for changes across a surface of 
discontinuity S, and they are, respectively, 

[ki)n j = [kj]ni' (5.1) 

[ OI.:J - 11·=0 ok.' , , 
(5.2) 

where the nj are the space and time direction cosines 
of the normal to S and [v] is the change in a function 
v across S. 

For continuous solutions, Eqs. (2.8) and (2.29) are 
equivalent to Eqs. (2.27), but the discontinuity con­
ditions 

(5.3) 

which come from Eqs. (2.27) are not equivalent to 
Eqs. (5.1) and (5.2); thus, a choice has to be made. 

In the. linear case,6 Eq. (5.1) is satisfied and leads to 
Snell's law, but it is difficult to give meaning to Eqs. 
(5.2) and (5.3) since the solution becomes 2-valued as 
both a reflected and a transmitted wave appear. 

For nonlinear problems, Whitham l has suggested 
that a shock wave might appear and that Eqs. (5.3) 
rather than (5.1) and (5.2) should give the discontinuity 
across the shock. The reason for this choice was that 
the approximation breaks down because of the rapid 
changes, but the conservation equations (2.14) still 
hold across the shock. 

However, according to the discussion of Sec. 4, 
Eqs. (2.8) and (2.29) do not become invalid when 
there are rapid changes. What happens is that the 
higher corrections um become important and Eqs. 
(2.27) are no longer good approximations to the 
original conservation equations (2.14). Thus, from 
this point of view, the breakdown of the eikonal 
approximation favors Eqs. (5.1) and (5.2). 

Furthermore, if the mathematical problem posed 
is to find solutions of Lagrange's equations (2.1), then 
the conservation laws (2.14) can be derived from Eqs. 
(2.1) only if Eg. (2.9) is satisfied and u is continuous. 
It is therefore inconsistent to start with Eqs. (2.14), 
then, for discontinuous solutions, derive Eq. (5.3) 
and find that Eqs. (5.1) and (5.2), which come from 
Eqs. (2.1) and (2.9), are invalid. 

However, in any application, we wish to know 

which discontinuity conditions are most closely 
realized experimentally, and, for this purpose, it is 
usually possible to decide on physical grounds that 
one set of equations is more fundamental. 

As an example, we consider the case of water waves, 
for which it turns out that Eq. (5.3) are appropriate. 
The starting point is the set of conservation equations 
for energy and momentum which may be writtenlO in 
the form of Eqs. (2.14). If the flow is irrotational, it is 
possible to introduce a velocity potential ~ and 
Lagrangian densityll L and so to derive Eqs. (2.1) 
from (2.14). But Eqs. (2.1) cannot be derived if ~ is 
discontinuous or if the flow is rotational so that ~ is 
a path-dependent variable and does not satisfy Eq. 
(2.9). Therefore, one would expect that Eq. (5.3) are 
the appropriate shock conditions and then, since Eqs. 
(5.1) are not satisfied, vorticity is developed within 
the shock. In this example, the choice of Eq. (5.3) 
is the same as that made by Whitham l

; but it was 
based upon a physical argument and not upon the 
validity of the eikonal approximation, and it seems 
possible that Eqs. (5.1) and (5.2) may be appropriate 
in other cases. 

* Work performed under the auspices of U.S. Atomic Energy 
Commission. 
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We have made a systematic analysis of the quantum theory of the infinite-component fields that 
transform under the combined representations of SL(2, C) (Majorana) Q9 Dirac. A complete set of solu­
tions of the wave equation includes solutions with timelike and spacelike momenta. We have explicitly 
calculated the mass spectra for the timelike and spacelike cases. Our method makes use of the decom­
position of the product representation into reducible representations of the "little" groups SU(2) and 
SU(l, 1). Finally, the quantization of the generalized fields is presented. 

1. INTRODUCTION 

Recent investigations of the infinite-component 
field equations and their algebraic formalisms have 
added a lot to our understanding of strong-interaction 
dynamics,l-4 Models based on these equations have 
many interesting consequences of direct experimental 
interest. Attempts have been made to obtain solutions 
for the algebra of local current densities. 5 Unlike the 
case of the finite-component field equations, one is able 
to treat here infinitely many mass and spin states 
satisfying the same wave equation. Quantum systems 
described by such equations, indeed, possess "in­
ternal structure." 3 However, the theory is plagued with 
so-called "diseases." These speculative and malign 
pathologies are rather irrelevant! The existence of the 
redundant or unphysical spacelike solutions finds its 
way in describing an entirely new kind of phenomena 
of radiation involving "faster-than-light particles." 6 

A systematic formulation of quantum field theory 
compatible with the substitution law and with the 

systematic quantization scheme for this generalized 
field equation. 

The contents of the paper are arranged as follows. 
In Sec. 2, we describe the field equation. The fields 
transform as infinite-component column vectors under 
the product representation of SL(2, C) (Majorana) Q9 

D (Dirac). The algebraic properties of SL(2, C) Q9 D 
representations under various subgroups of interest 
are discussed in Sec. 3. We classify the field equation 
under each "little group" and then have summarized 
the corresponding mass-spin spectra in Sec. 4. In 
Sec. 5, we display the complete set of solutions of the 
field equation. Finally, we have furnished the quanti­
zation scheme for these infinite-component generalized 
fields. 

2. THE WAVE EQUATION 
Let 

right spin-statistics relations has also been furnished. 1 be the Lagrangian for a theory of a set {1pan(x)} of 
The concept of infinite-component field equations is fields. The generators of the Poincare transformations 

not of recent origin. In the thirties, Majorana dis- are 
covered a type of wave equation describing both the 
infinite-component spinor and tensor fields. 7 These 
field equations possess both discrete and continuous 
solutions (the lightlike solutions can be treated as a 
limiting case of the spacelike solutions). Detailed 
analyses of the quantum theory of these Majorana 
fields have been done elsewhere.1.2 We just want to 
make a passing remark that these field equations have 
solutions for masses which are quite unrealistic in 

(2.2) 

where r IlV and ta IlV generate the infinite-dimensional 
representation and finite-dimensional (nonunitary) 
Dirac representation of SL(2, C), respectively; r~v is 
the orbital part of lllv which is given by 

hadron physics; The masses vary inversely as the spin. In the rest system, lllv provides us the total angular 
Subsequently, attempts have been made to avert this momentum of the quantum system. 
situation. We will analyze an interesting field equation The fields {V'an(x)} are labeled by two indices: The 
first proposed by Abers, Grodsky, and Norton and Greek index a and the Latin index n characterize the 
subsequently studied by others in the context of infinite-dimensional Majorana representation and 
obtaining solutions for the current algebra at infinite the finite-dimensional (nonunitary) Dirac representa­
momentum.5 •S We confine ourselves to formulating a tion, respectively. Thus, the transformation property 

1901 
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of the fields {"P .. n(x)} is given by 

"P .. n(X) -- "P~n(x) = U(A):·V(A)~·"P"·n·[A-l(x - a)]. 
(2.3) 

The equation of motion follows from the given 
Lagrangian (2.1) 

(2.4) 

where M is now a Lorentz-invariant mass matrix given 
by 

M = rno + trn10'"vP". (2.5) 

Note that M is now a matrix and no longer a constant 
and, hence, does not commute with I'll' However, it 
commutes with PIl' a condition necessary to describe 
free-particle motion. In the limit m1 = 0, the wave 
equation (2.4) reduces to the ordinary Dirac equation. 
We come to this point in detail in Sec. 4. 

3. PROPERTIES OF THE 8L(2, C) (MAJORANA) ® 
DIRAC REPRESENTATIONS 

In this section, we first briefly recapitulate the mathe­
matical properties of the two Majorana representa­
tions, the Dirac representation, and then display in 
detail the representation of the product space namely 
X = JeSL(2.Cl ® JeD under various subgroups of 
interest. 

A. The Majorana Representations 

The generators of the homogeneous Lorentz group 
r IlV satisfy the commutation relations 

[rI'Y' r p .. ] = i(gvprlla - gl' .. r yp + gy .. rpl' - gpl'rv,,), 

(3.1) 

where 
flo, v, p, 0' = 0, 1,2,3, 

goo = -gkk = 1, k = 1,2,3, 

gllv = 0, flo ':;6 v. 

To obtain the Majorana representations, we introduce, 
as usual, the operators arr. and a~, IX = 1, 2, which 
satisfy the Bose commutation relations 

[arr.' ap] = [at, a;] == 0, 

[ao:, a~] = ~rr.p, oc, (J = 1,2. (3.2) 

Explicitly, we can express the generators r IlV in terms 
of arr. and a~ as 

where C = i0'2' the O'i are the usual Pauli matrices. The 
Casimir operators of the Lorentz group Co and C1 are 
given by 

Co = trl'vrllV =;E2 - ft.2 

== ta+a(ia+a + 1) - [ta+a(la+a + 1) + !] 
== -! (3.4a) 

and 
(3.4b) 

Thus we find that (jo, v) or, equivalently, (-jo, -v) 
label the unitary irreducible representations of SL(2, C) 
as 

Co = j~ + v2 
- 1 = -t, 

CI = - ijov = 0. (3.5) 

From (3.5), we find that the solutions for jo and v are 

jo = t, v = 0, 

jo = 0, v = t. 
(3.6a) 

(3.6b) 

Equations (3.6a) and (3.6b) characterize the principal­
series and supplementary-series representations of 
8L(2, C), respectively. In (3.6a), the ranges of L are 
given by 

L = ~ 3 J!. ." ""1,2, 2' . , 

and, from (3.6b), the values of L are 

L = 0, 1,2,···. 
In either case, 

L = jo + k, k = 0, 1,2,3, ...• 

L3 = -L, -L +1,"', +L. 

Thus, we have obtained the Majorana representations 
for the infinite-component Fermi fields and Bose 
fields. 

B. The Dirac Representation 

The generators of the Dirac representation satisfy 
the commutation relation 

[to'I'V' to'p'] = !i[gvpO'IlT - g"TO'VP 

+ gV'O'PIl - gpIlO'vr]' (3.7) 

To obtain the representation of D, we look for the 
ranges of jo and v, which characterize the proper 
Lorentz group. The representation is finite if9 (i)jo and 
v are simultaneously half-integral or integral, and (ii) 
Ivl > /jol. The ranges of spin values are given by 

j =jo + n 

= Ijol . "Ivl - 1. 

The finite-component Dirac fields belong to the 
coupled representation (if parity is admitted) (t, v) + 

(3.3) (-t, v), v = ±! (reall). 
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c. The Properties of SL(2, C) (Majorana) @ D 
Representations9 

Define 

Then 

lilY = SIlY + r:y. 
We consider the case 

(3.S) 

(3.9) 

(3.10) 

The generators SIlY satisfy the commutation relation 

[SIlY' Spa] 

= i(gYpSlla - gllaSyp + gYaSpll - gpIlSya)' (3.11) 

To obtain the representations of G = SL(2, C) @ D, 
we proceed as follows. Let us define 

J = 1: + to', K = It. + t't = It. + ticx, (3.12) 

where we have identified 

and 

Further, 

and 

Also, 

and 

r ii = E"iJkLk' 

riO = Ai' 

to'ii = tE"iikO'k' 

10'io = iTi = tilXi' i,j, k = 1,2,3. 

[Li , ~i] = iE"iikLk' 

[L i , Ai] = iE"iikAk' 

lXilXi + 1X;lXi = 2&iJ' 

IX~ = 0'; = 1 (no summation over i), 

(3.13) 

(3.14) 

[tTi' tT;] = - iE"iik(tO'k)' [iTi , to';] = iE"i;itTk)' 

(3.15) 

The two Casimir operators Qo and Ql are given by 

Qo = J2 - K2 
and 

Now, 

or, 
Qo = J2 - K2 = (1: + ta)2 - (It. + liCX)2 

Qo = (1:;2 - 11.2) + i + (a. 1:; - icx· A) 

= -1 + i + (a.1: - icx'. A). 

(For Majorana representations, Co = 1:;2 - 1t.2 = 
-1, while for Dirac representations, Co = t.) Thus, 

(Qo - !) = (a • 1:; - icx • A). (3.17) 

Squaring both sides of (3.17), we solve for Qo: 

(Qo - !)2 = 1 - 2Qo, 
or 

That is, 

or 

Similarly, 

(Qo + !)(Qo - t) = o. 

Qo =-1 

Qo = t· 

Ql = J • K = (1: + ta)(1t. + ticx) 

(3.1Sa) 

(3.1Sb) 

= -tiY5(QO + i). (3.19) 

In obtaining (3.19), we have made use of the property 
CI = 1:. It. = O. Thus, froin (3.1S) and (3.19) we 
obtain 

for Qo = -I, (3.20a) 

(3.20b) 

It then follows that, since D is nonunitary, the two 
representations (3.20) characterizing G are also non­
unitary and also reducible. Since each J2 = (1: + ta)2 
value appears twice in the generalized fields, these two 
nonunitary representations (3.20) exhaust the total 
reduction. 

1. Reduction ofG with Respect to SU(1, 1) 

The SU(I, 1) subgroup of G may be taken to be 
generated by the elements 13 , K I , and K 2 • They obey 
the commutation rules 

[13 , KI ] = iK2' 

[i3 , K2] = -iKl' 

[KI , K2] = - i13' 

(3.21) 

Note that 13 = ~3 + to'3, KI = Al + tTl' and K2 = 
A2 + tT2' The quadratic Casimir operator of SU(1, 1) 
is given by 

Q = Ii - K~ - K~ 

= (L3 + to'3)2 - (Ai + lilXl)2 - (A2 + ii1X2)2 

= (Li - A~ - A~) + 1 + (0'3L3 - TIAI - T2A2) 

= e + 1 + (0'3L3 - TIAI - T2A2), (3.22) 

where e = Li - A~ - A: is the quadratic Casimir 
operator of SU(I, 1) c SL(2, C). Thus, we have 

(Q - e - 1) = 0'3L3 - TIAI - T2A2' (3.23) 

Squaring both sides of (3.23), and after a little alge­
braic manipulation, we obtain 

(Q - e - 1)2 = 2e - Q + t. 
Solving for e, we have 

e = (Q + t) ± (Q + t)! (3.24) 
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or, solving for Q, 

Q = (e + t) ± (e + t)i. (3.24') 

Using Q = j(j + I) and e = i;(i; + 1), we obtain 
from Eq. (3.24) two sets of values for j, namely, 

j(1) = i; + t, i; - t, 
j(2) = -i; - t, -i; - !. (3.25) 

Thus, we find that, for each value of Q, there are two 
values of e, i.e., Eq. (3.24). Since the Dirac representa­
tion is nonunitary, SU(I, 1) c SL(2, C) multiplied by 
the Dirac spinor is a reducible non unitary representa­
tion and reduces precisely to the above forms (3.25). 
This could have been formally checked from the fact 

that each value of (Jp = (i + ta)2 appears twice in 
the gener:alized fields. To find the possible states, we 
recall some of the properties of the unitary irreducible 
representation of SU(I, 1). They fall into three classes: 

or 

Class (i) The continuous nonexceptional class: 

(a) t::::;;-e< 00, :l:a=0,±I,±2,"', 

(b) t ::::;; -e < 00, :l:a = ±t, ±!, .... 

Class (ii) Continuous exceptional class: 

o < - e <!, :l:a = 0, ± 1, ± 2, .... 

Class (iii) Discrete class: 

e = k(k - 1), k = t, 1, t 2, ... , 

~a = k, k + 1, ... ,00, for Di+" 
~a = -k, -k - 1, ... , - 00, for D~-). 

We will see in the next section that, for the (mass)2 to be 
-ve (spacelike solution), the only values of j admitted 
are given by combining Dirac representation with the 
class (i) representation. 

2. Some Properties of the Continuous Nonexceptional 
Nonunitary Representations of SU(1, 1) c G 

We know that each VIR of SL(2, C) characterized 
by (m, p) contains each VIR of SU(1, 1) of the con­
tinuous nonexceptional class twice. Correspondingly, 
the representation space Je(SL(2, C» decomposes into 
Je+m(SU(I, I» + Je_m(SU(1, 1». Thus, on restricting 
SL(2, C) @ D to SU(1, I), we obtain two sets of 
reducible representations defined by (3.25), and each 
reducible set, furthermore, contains two irreducible 
parts. We have to note here that the representations 
characterized by j(l) and j(2) in (3.25) are equivalent. 

Thus, we have obtained all the possible irreducible 
representations when we restrict the group SL(2, C) @ 

D with respect to its subgroup SU(I, I). 

4. CLASSIFICATION OF THE PLANE-WAVE 
SOLUTIONS AND THE MASS SPECTRA 

Let us consider the field equation (2.4), that is, 

[iYI}" - mo - t ml G"Vr "V]1p(x) = O. 

In the momentum representation, 

and so we can rewrite Eq. (2.4) as 

(y"p/l - mo - tmlG/lvr/lV)1p(p) = o. (4.1) 

Depending on whether P/l is timelike, spacelike, or 
lightlike (i.e., p2 - p~ > 0, p2 - p~ < 0, or p2_ 
p~ = 0), we have, in general, three classes of solutions 
for Eq. (4.1). We discuss these solutions and their 
corresponding mass spectra below. 

Class I: Timelike Case (Slower-thaD-Light Particles) 

Let us rewrite Eq. (4.1) as 

(E - a·p - (3M)1p(p) = 0 

or 
H1p(p) = E1p(p) = (a. p + (3M)1p(p), (4.2) 

where H is the Hamiltonian of the system. In general, 
the spinors 1p(p) can be labeled by the eigenvalues of 
(3, Ga, ~2, and:l:a or, alternatively, by 1(3, J, ,1~), where 
(3, J, A, and L are the eigenvalues of (3, the total spin 
J2 = (I: + to)2, Ja, and I:2, respectively. That is, 

1p(p) "-' 1p(p, :l:, La) @ X(p, G). 

Thus, solving for the eigenvalues of H in Eq. (4.2), 
we obtain the masses mJ. In the rest system, 

..,M, = {3M = {Jmo + tml(3G/lVr/lV 

= (3mo + ml{3( 0 . I: - T .1\). (4.3) 

Note that, for ..,M, to be self-adjoint, we choose {3, (30, 
and {3T to be Hermitian, and for the Majorana repre­
sentations, I: and 1\ are also Hermitian. Since (3 does 
not commute with ..,M" the states 1{3, J, A, ~) are not 
the eigenstates of ..,M,. Nonetheless, the mass matrix 
can be written as (for a detailed derivation of JIt" see 
the Appendix) 

(
mo - m1(J + V -iml[J(J + I)]i ) 

..,M, = iml[J(J + I)]! - [mo + m1(J - t)] . 

(4.4) 
Diagonalizing the above matrix, we obtain 

mJ = ml(J + t) 
± [(mo - ml)2 + mi(J + t)2 - tmi]i (4.5) 
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or Thus, the mass operator is given by 

(mJ)2 = 2m~)J + t)2 + (mO - m1)2 - imi 
± 2m1(1 + t)[(mo - m1)2 - imi where 

(4.8) 

+ mi(J + 1)2)l. (4.6) 

Thus, we find from expression (4.5) that there are two 
values of mJ for each value of 1. A detailed discussion and 
of this mass matrix will be presented at the end of this 
section. 

<1. I: = (0'3~a - 7'lAl - 7'2A2)' 

.:t • A = (T3Aa - O'l~l - ()'2~2)' 

f = (~a, AI' A 2), K = (Aa, ~I' ~2)' 
Class II: Spacelike Solutions (Faster-than-Light 

Particles) 

Let us choose the frame 

PI' = (m sinh ~; 0, 0, m cosh ~), m > 0. 

Then, in the rest-system a = 0), we obtain, from Eq. 
(4.1), 

(m - YaM)1p(O, iX) = ° 
or 

The spinors 1p(0, iX) are labeled by the quantum num­

bers iX, which, in general, represent Ya, j, la, and ~, 
where j, 13 , and 1; are the eigenvalues of (i)2 = 

(E + l(1)2, la, and (I!)2 = (~: - Ai - A~), respec­
tively. Rewriting (4.8) as 

nl = (mo - m1)Ya + m1Ya[(l + <1 • E) - (~ . A - t)], 

(4.8') 
(4.7) we obtain 

m = (i(mo - ml) + iml(e + t)~ im1 [(e + i)! - t] ) 

-im1[(e + t)! + t] -i(mo - m1) + iml(e + t)! . 
(4.9) 

[For a detailed derivation of (4.9), see the Appendix.) 
Diagonalizing the above matrix, we obtain 

mJ = i{ml(e + !)f 

± [mice + !) + (mo - m1)2 - lmi]l}. (4.10) 

Using e = ~(t + 1), we obtain 

(mJ )2 = -2mi(i: + i)2 - [(mo - m1)2 - !mi) 

=r 2ml~ + memo - m1)2 - !mi 
+ mi(i: + t)2]t. (4.11) 

Writing i; = -t + iv, we find, from Eq. (4.l1), 

(mY = 2miv2 
- [(mo - m1)2 - imiJ 

± 2mlv{m~v2 - [(mo - ml )2 - ±mm!. 

(4.11') 

For the mass m to be purely imaginary, we obtain the 
following ranges of v: 

(mo - m1)2 - ±m~ ~ miv2 < 00 
or 

Class III: Lightlike Solutions 

Let us choose the frame 

h = (p; 0, O,p). (4.13) 

The little group which leaves this configuration in­
variant is generated by la, K2 - 11 , and Kl + 12 , 

These generators satisfy the commutation relations of 
the E(2) algebra, namely, 

[13' E1] = iE2 , [13' E2) = -iEu [E}, E2) = 0, 

(4.14) 
[; = (E1 , E2), 13 , 

E1 = K1 + 12 = (AI + hI) + (~2 + ta2), (4.15) 

E2 = K2 - 11 = (A2 + 11'2) - (~l + tal) 

and where the invariant Casimir operator is given by 

~;z = E; + E~. ( 4.16) 

Let us consider the wave equation 

E1p = [a· p + moYo + mlyo(o. 1: - "t' • 1\)]1p. 

Substituting (4.13) in the above equation, we have 

That is, 

or 

P - (f..ap = moYo + m1yo(o. 1: - "t'. 1\). (4.17) 

(4.12a) Multiplying Eq. (4.17) from the left by 1 + (f..3' we 
then have 

-00 < v ~ -[(mO/ml - 1)2 - ill. (4.l2b) 
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or 

0= mo('yo + Ya) + ml(yo + YS)(a .1:; - 't. A). 

(4.18) 

Multiplying (4.18) by Yo - Ys from the left throughout, 
we obtain 

that is, 

or 
moyo = -m1Yo(a.1:; - 't. A). (4.19) 

We can proceed exactly as in the previous cases, and 
obtain the mass matrix as 

Diagonalizing the right-hand side, we have 

(

ml{(J + !) + [(J + t)2 + ill} 0 ) 

-moyo = 0 ml{(J + t) - [(J + W + ill} , 

or 
-mo = m1(J + t) + ml[(J + t)2 + I]! (4.20a) 

and 
mo = ml(J + t) - ml[(J + t)2 + i]!. (4.20b) 

Equations (4.20) are simultaneously true if and only 
if mo == 0 and ml == O. Thus, there are no Jightlike 
selutions of our wave equation. 

Some Further Discussions on the Mass Spectra 

A. Timelike Case 

From Eq. (4.5), we have 

[mJ - Inl(J + tW 
= (mo - m1)2 - imi + m~(J + W, 

m~ - 2m1mAJ + t) - [(mo - m1)2 - imi] = 0, 

{m~ - [(mo - m1)2 - !m~W = 4m~m~(J + t)2. 

• (4.21) 

Lety = m} and x = (J + i)2. Then, we have, from 
(4.21), 

or 

y2 _ 2y[(mo - ml)2 - !m~] + [(mo - m1)2 - imi]2 

= 4m~yx. (4.22) 

Equation (4.22) is the equation of a hyperbola. 
(i) If ml = 0, we obtain, from (4.22), 

y2 _ 2mgy + m~ = 0 or (y - m~)2 = 0, 

i.e., 

y = m~ or mJ = ±mo. 

This gives the equation of a straight line parallel to the 
x axis (pure Dirac case). 

(ii) Rewriting Eq. (4.22), 

y{y - 2[(mo - mS" - im~] - 4m~x} 

= [imi - (mo - ml)2]2, 

we obtain for the equations of the asymptotes as 

Y{Y - 2[(mo - m1)2 - tmil- 4mix} = 0; 

that is, 

Yl = 0, (4.23a) 

Y2 = 4m~x + 2[(mo - m1)2 - imi]. (4.23b) 

Equations (4.23) define the boundary of the timeIike 
curve. 

(iii) We have, for x ---+ 00, (a) y ---+ 0, (b) y ---+ 4mix. 
That is, one branch of the mass curve monotonically 
rises to infinity and the other branch goes to zero. 
Thus, there is no discrete lowest mass; the mass 
spectrum has only an accumulation point. 

B. Spacelike Case 

The interpretation of the mass spectrum can be 
carried out in a completely analogous fashion to that 
of our previous case by studying the variation of 
(m;)2 vs ,,2. We take (m;)2 along the negative ordinate 
and ,,2 along the negative abscissa. We discuss in this 
section some of the distinct features. 

(i) If m1 = 0, from Eq. (4.11), we get 

(mJ)2 = _(mj)2 = m~ 
or 

mJ = ±mo· 

This corresponds to the familiar Dirac case, the particle 
having constant mass mo (+mo is interpreted as the 
rest mass of the particle and - mo as the rest mass of 
the antiparticle). 

(ii) If mo = 0, we have the mass spectrum arising 
purely from the symmetry-breaking term tmlUI'V rl' V , 

namely, 

(mj)2 = -2miC~ + !)2 - imi 

=F 2mi(1: + m(~ + t)2 + I]! 
or 
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Equation (4.24) admits solutions of the wave equation 
only in the range 

!::5:v2 <00; (4.25) 

that is, 
..j! ::5: v < 00, (4.26a) 

-00 < v ~ -..j!. (4.26b) 

(iii) The case of mo = 0 and m1 = 0 does not admit 
any solution of the wave equation (cf. the lightlike 
solution). 

(iv) Finally, the mass spectrum (4.11) is degenerate 
in v. This is evident from the fact that we get the same 
mass spectrum for each of the ranges (4.l2a) and 
(4.l2b). 

5. CONSTRUCTION OF THE BASIS VECTORS, 
THE NORMALIZATION, AND THE COMPLETE­

NESS OF THE SOLUTIONS OF THE FIELD 
EQUATION 

1. Timelike Case 

We have noted earlier that, in the representation 
space JeG = JeSL(2,(l) EB JeD' the fields transform as 
double-indexed infinite-component column vectors; 
i.e., we label each field component by the total spin J, 
the spin production J3 , and ~. Then, in an arbitrary 
frame, the spinor wavefunctions are given by 

'Y(p, JJ3'~) 

= XD(q, p) @ 1p(p,~, ~a) 

= 2 C(t,~; q, ~al JJa)XD(q, p)1p(p,~, ~3)' (5.1) 
" 

where c(t,~; q, ~31 J,Ja) is the usual Wigner co­
efficient, and XD(q, p) and 1p(p, ~, ~a) represent the 
Dirac spinor and the Majorana spinor wavefunctions, 
respectively. XD(q, p) and 1p(p,~, ~3) are obtained 
from their rest states by applying the Lorentz boosters: 
i.e., 

'Y(p, J, J3'~) = eir..K1p(J, J3'~) 

where 

and 

= ei l;(A+h/1p(J, J3'~) 

= 2 C(t,~; q,~al JJ3) 

" 

~ = e arc tanh (p/EJ ) 

EJ = (p2 + m~)t. (5.3) 

of the mass spectrum. We have 

etil;'''XD( q) 

= (cosh g - t«· e sinh ')XD(q) 

Again, 

(5.4) 

(5.5) 

Because of the unitarity of V, the spinors (5.5) are 
orthonormalized for all p, that is, 

(1p(P'~'~3)' 1p(p,~',~m = ~U'~I:SI:3" (5.6) 

Without any loss of generality, we can choose the 
framep = ezp. Then (5.5) assumes a very familiar form: 

V(Bp)ii.a' = 151:3I:3,v~HO, (5.7) 
where 

Vu,m = III:dcosh g)-II:+I:'I(sinh E)I:-I:' 

and 

X F(~3 -~, 1 -~ -~3' 1 +~ +~'; 

-sinh2 to 

II - 1 (r(~' - ~3 + 1)r(~1 + ~3»)t 5 8 
U' - (~ _ ~')! r(~ - ~3 + l)r(~ + ~a) . (.) 

(For ~' > ~, replace {-+ - {.) To obtain the ex­
pression for the arbitrary Lorentz transformation, we 
can make a spatial rotation on the state vectors and 
compute the corresponding matrix elements V(Bp). 
Thus, we obtain, from Eqs. (5.2), (5.4), (5.7), and 
(5.8), 

1p&(p, J, Ja,~) 

= 2 C(!,~'; q,~~ I JJa) 
I'.Is' 

( 
EJ + mJ - OCaP ) (0)15 

X [2mJ(EJ + mJ)]t x" I:sI:s' 

X [lIu.(cosh !,)-II:+I:'I(sinh !{)I:-I:' 

X F(~3 -~, 1 - ~ - ~3' 1 +~ +~'; -sinh 1m, 
(5.9) 

We have to note further here that, for each value of J, where E = ± denotes the upper or lower branch of 
there are two values for the masses; thus, we introduce the mass spectrum (for ~ < ~/, replace ,-+ -, and 
an additional index € to distinguish the two branches ~~ ~'). In terms of the Jacobi polynomials, the 
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expression (5.9) can be rewritten as 

"Pr,(p, J, J3'~) 

= L Ca,~I; a,~~ I J, J3) 

I' ,Is' 

(EJ + mJ - OCaP) (0)15 
x t XU I3I3 

[2mJCEJ + mJ)] , 

X (~ -I ~3!)! (~I + 1 ~3!) !)t 

(~+ l~al)!(~1 -1~31)! 

x (-tanh g)I'-I p(I'-I.2I I al> (_1_) (5.10) 
(cosh g)2II 31+1 I-II31 cosh, ' 

where 

P~'P)(x) = ~ i (n + OC) (n + ~)(x _ 1)n-s(x + 1)" 
2 1=0 S n - s 

or 

"Pr,(p, J, J3'~) 

= L C(t, ~I; G, ~~ I J, Ja) 
1:' ,1:a' 

(
EJ + mJ - oc3P)XU(O»)b 

x ! I3I s' 
[2m J(EJ + mJ)] 

X (~ -1~al)!(~1 + I~al)!)t 
(~ + 1 ~31) ! (~I - 1 ~31) ! 

X ( (2mJ)-2 1
1:

31-1( - p) ) p(1:'-I,2I I :l1> (m'j) . 
(E

J 
+ mJ)1:'-l:+2II31+1 I-I1:al E

J 
(5.11) 

B. Spacelike Case 

We label the spinor wavefunctions as ], J3 , and ~. 
Then, in an arbitrary frame, we have 

"P r,(p, ], J 3, }:,) 

= Xn(P, G, e) ® "P(p,~, ~3' e) 

= L C(!,£; a'~31], J3)xip, e)"P(p'£'~3)' (5.12) 

As usual, we assume p = pez • Then, 

"Pr,(p, ], J 3, £) = ei'Kaxu(O, &) ® "P(~, ~3' &) 

= L c(t, i;; G, ~3 / J, J3)[e
ti'r3 xiO, e)] 

X [ei'Aa"P(~' ~3' e)], (5.13) 
where 

, = arc tanh (E;jp), and (E;)2 = p2 - m;, 

(5.14) 
m; = 2m:y2 - [(mo - m1)2 - im~] 

± 2mly{m;y2 - [(mo - m1)2 - !miJ}t 

m12[(mo - m1)2 - im~] ~ '112 < 00. (5.15) 

Furthermore, we have 

eh,r·xu(O) 

= (cosh E - !Xa sinh g)XuCO) 

= H(p + m;) + !XaE;]j[2m'j(p + m;)]t}xuCO) (5.16) 

and 

ei
{
A3"P(}:', ~a) = Vi,i',WbI

3
1:s" (5.17) 

where the Vi 1:'<') are those given by Bargmann. Ex­
plicitly, they 'can be written as in (5.8). [We have to 

just replace ~, ~' -+ :£,1;' in (5.8).] Thus, we obtain 
the expression for spinor wavefunctions as 

"Pr,(p, ], Ja,~) 

= :2 cet,}:,'; G, ~~ I ], Ja) 
1:',I3' 

X (P + m;) + !XaE;)Xu(O) 
[2m;(p + m;)]t 
- - t 

X (~ -I~al)!(~' -I~a)!) 
(~ + 1~31)!(~' -I~a)! 

x mJ _ -: J p~I'-I,2II31> mJ . 
(

2 -)-2IIal-l( E _)i'o-£') - - (-) 
(p + m;)1:'-r+2II al+1 1:-II3 1 p 

(5.18) 

As usual e = ± denotes the two branches of the mass 
spectrum for each value of] + t or Y. 

To summarize our results in this section, we ex­
plicitly constructed spinor wavefunctions for the 
timelike and spacelike solutions of our wave equation. 
The spinors are orthonormalized as 

("Pr,(p, J, Ja), "Pr,.(p, JI, J~» = (EJjmJ)bJ3Ja,bJJ,bf,f" , 

(5.19) 
("Pr,(p, ], J3), "Pdp, ]1, Jm 

= (E;jm;)bJaJa'b(y - yl)b tt" (5.20) 

(note that these spinors have been normalized in the 
continuum), and 

("Pr,(p, J, Ja), "Pr,'(p, J, J a» = O. (5.21) 

Further, we should note that each of the orthonormal 
conditions are separately satisfied by the +ve and 
-ve energy spinor wavefunctions. As usual, e = ± 
denotes the upper and lower branches of the mass 
spectra. 

Then, the completeness relation for any eigenvector 
"P in the reducible representation space of 

SL(2, C) ® n( X = ~ fGj doc{oc, oc}) 

may be written as 

"P(p) = L (ifJ.(p), "P(p»"P.(p) 
• 

where oc represents the total spin and takes discrete 
values, and where Ii represents the continuous spin of 
the system. 
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6. QUANTIZATION OF THE INFINITE-COM­
PONENT GENERALIZED FIELDS 

As shown in Sec. 2, the generalized field equation 

(iy,iY' - M)'Y(x) = 0, M = mo + tm10'llVP'v (6.1) 

follows from the Lagrangian density 

I: = 'Y(x)(_iy)~1l + M)'Y(x), 
with 

'Y(x) = 'Y+(x)Yo. (6.2) 

The equation conjugate to (5.1) is given by 

[ia/l'YY/l + ViM] = O. (6.3) 

Thus, we define a conserved density 

Jix) = 'Y(x)yll'Y(x). (6.4) 

The momentum conjugate to 'Y is given by 

'Trq = :~ = i1Jl!. (6.5) 
1Jl" 

Then, the Hamiltonian density Je is obtained from 
(6.1) and (6.3) as 

Je = 'Tr'Y - I: 
='Y+(x)(-iex. V + YoM)'Y(x) 

= O/+(X)(i :t)'Y(X). (6.6) 

We can obtain the expressions for the energy­
momentum 4-vector and the generalized angular­
momentum tensor in the standard manner from the 
conservation principle, namely, 

p= Jd3X'YYo(-iW)V:, (6.7) 

H = J Je(x) d3
x: 

= Jd 3x'Y+(-iex. V + M)'Y:, (6.8) 

J/IV = J d3
x'Y+[r/lv + to'/lY + i(x/lay - xya/l)]'Y:. 

(6.9) 

For the space components of lilY' in particular, we 
have 

J = (123 , J 31 , 112 ) 

= J d3x'Y+[ -if X V + ~ + to]'Y:. (6.10) 

The double dots on both sides of the above ex­
pressions denote, as usual, that the normal-ordered 
products are obtained by moving all destruction 
operators to the right. From (5.4), we obtain an addi­
tional conserved quantity, the charge Q, 

Q = J d3x'Y+(x)'Y(x):. (6.11) 

To establish the second quantized theory for the 
generalized fields, we make use of the relations ob­
tained in Sec. 5. We define the general solution of Eq. 
(6.1) as 

'Yg(x) 

= L f d3p~(mJ)!(exp {-i[p. x - (p2 + m~)!t]) 
J.Ja (2'Tr) EJ 

X u(p, J, J 3 , E)b(p, J, J 3 , E) 

+ exp {i[p. x - (p2 + m~)!t]) 
X v(p, J, J 3 , E)d+(p, J, J 3 , E» 
+ Lfdvf d3p~(mv)\eXp{i[p,X - (p2 - m~)!t]) 

Ja (2'Tr) Ev 

X u(p, V, J 3 , E)b(p, V, J 3 , E) 

+ exp {-i[p. x - (p2 - m~)!t]) 
X v(p, V, J 3 , E)d+(p, V, J 3 , E». (6.12) 

Similarly, the adjoint field 'Y+(x) is given by 

'Yt(x) 

= L f d3p~(mJ)!(exp {i[p. x - (p2 + m~)!t]) 
J.Ja (2'Tr) EJ 

X u+(p, J, J 3 , E)b+(p, J, J 3 , E) 

+ exp {-i[p. x - (p2 + m~)!t]) 
X v+(p, J, J 3 , E)d(p, J, J 3 , E» 

+ L fdvf d
3p

:,i (mv)!(exp {i[p • x - (p2 - m~)!t]) 
Ja (2 'Tr) 2 Ey 

X u+(p, V, J 3 , E)b+(p, V, J 3 , E) 

+ exp {-i[p. x - (p2 - m~)!t]) 
X v+(p, V, J 3 , E)d(p, V, J 3 , E», 

with 

and 

or 

E; = (p2 - m~). 

(6.13) 

We then postulate the canonical anticommutation 
relations between ba , b; , da , and d: as 

[b(p, J, J 3 , E), b+(p', J', J~, E')]+ 

= 03(p - p')Ogg,O J J'o J aJ .' , 

[d(p, J, J 3 , E), d+(p', J', J~, E')]+ 

= (l3(p - p')Ogg,(lJJ,oJaJa" 

[b(p, v, J 3 , E), b+(p', v', J~, E')]+ 

= 03(p - p')(lgg,(l(v - v')oJaJa" 

[d(p, v, J 3 , E), d+(p', v', J~, E')]+ 

= 03(p - p')Ogg,o(v - v')oJaJs" 

(6.14) 
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and all other commutators vanish. From the relations 
(6.14) and the completeness relation (5.22), we obtain 
the local commutation relations for the generalized 
fields as 

['Y«(t, x), 'Y1(t, x')]+ = b3(x - x')b«p' (6.15) 

As observed by some authors, since the "spectral 
conditions" are no more true for generalized infinite 
component fields, we have constructed a local field 
'Y(x), which annihilates the vacuum. 2 We have to note 
further that, contrary to earlier observations, our 
fields constructed in the above fashion are local. This 
arises from the fact that our mass spectra is no longer 
bounded from below: We just have an accumulation 
point at the minima. 

Another interesting feature is the expression for the 
charge Q. We can, after a little manipulation, derive 
the charge operator as 

. Q = f d3x :'1'+'1': 

= I fd3p : [b+(p, J, J3 , &)b(p, J, J3, &) 
J,J3 

+ d+(p, J, J3, 6)d(p, J, J3 , e)]: 

+ t f dp f d3p :[b+(p, P, Ja, &)b(p, P, J3, &) 

+ d+(p, P, J3, &)d(p, P, J3, 6)]:. (6.16) 

Better still, we can express Q in terms of particle 
number operators. Define 

N+(p, oc, J3, &) = b+(p, oc, J3 , &)b(p, oc, J3, 6), 

N_(p, oc, J3 , &) = d+(p, oc, J3 , &)d(p, oc, 13 , E), (6.17) 

where oc denotes either J or P. Then l 

Q = I fd3p[N+(P, J, J3, &) - N_(p, J, J3, 6)] 
J.J 

+ t f dp f d3p[N+(p, P, J3, &) - N_(p, P, J3, 6)]. 

(6.18) 

N+ and N_ are interpreted as number operators for 
+ve energy particles and antiparticles, respectively. 
Note further that, in the case ml = 0, the fields only 
contain the timelike parts and, correspondingly, the 
charge Q has the first terms in the rhs ofEq. (6.18). 

We would like to bring out some salient features of 
our fields. In the general solution of (6.1), the fields 
o/(x) contain both the +ve and -ve frequency solu­
tions which in turn are associated with annihilation 
and creation operators for particles and antiparticles, 
respectively. We have explicitly displayed the +ve 

frequency solutions in Sec. 5. To obtain the -ve 
frequency solutions, we just have to replace'Y(x) by 
Ys'Y(x). Thus, the fields 'II'(x) explicitly contain both 
'Y(x) and Ys'Y(x) parts. This is very similar to the 
familiar pure Dirac fields. In either case, we note, the 
S principle is automatically satisfied. lo Contrary to 
the pure Dirac fields or the generalized Dirac fields of 
our present discussion, the Majorana fields 'Y(x) 
contain only the annihilation operators. Hence, it 
necessitates the introduction of the conjugate fields 
with the creation operators. However, the quantized 
fields so constructed do not possess any symmetry 
between the +ve and -ve frequency solutions. To 
redress this difficulty, one demands rather that (i) 
'Y(x) and'Y-T(x) to be treated on the same footing, 
and (ii) the action is invariant under the interchange of 
'Y(x) and V'Y+T(x), where V = e(il1J2). By constructing 
the fields in the above manner, one then restores the 
usual spin-statistics relation. (For a detailed discus­
sion, see Refs. I and 10.) 

We make no secret of the fact that we have been 
able to formulate the second quantized theory of the 
infinite-component Fermi fields in accordance with the 
substitution principle and satisfying the usual spin­
statistics relations. The pathologies diagnosed by 
earlier works have been redressed in our present 
discussion. Further, we note that an identical pro­
cedure can be carried out for the quantization of the 
infinite-component Bose fields. 

7. CONCLUSIONS 

To conclude our discussions, we constructed quan­
tum theory of the infinite-component generalized 
fields satisfying local commutativity. Since the fields 
explicitly contain particle and antiparticle solutions, 
the conventional TCP invariance is also preserved! 
Like other infinite-component field theories, our field 
equation possesses timelike and spacelike solutions. 
The former gives rise to discrete-spin spectra and the 
latter to continuous-spin spectra for the masses. The 
continuous-spin spectrum, which is rather a peculiar 

. characteristic of infinite-component field theories 
satisfying linear covariant field equations, gives rise to 
an entirely new kind of radiation involving spacelike 
particles. lolo The special features of this phenomenon 
have been discussed by Sudarshan, and the possible 
implications have been also discussed from the point 
of view of finite-component field theories.lo 

Another feature of the mass spectrum is that, for 
each value of the "spin," there are two values for the 
masses. One is an ascending branch and the other 
asymptotically goes to zero. In fact, the former one is 
rather attractive for hadron spectra. To be more 
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optimistic, the two branches of the discrete spectra can 
be interpreted as the mass spectrum of the "electron" 
and the "muon" by cleverly adjusting the parameters 
mo and mI' 

Finally, we believe that such a formulation of the 
field equation has some added advantage over the 
pure Majorana wave equation. Some more interesting 
cases of field equations and a systematic study of their 
solutions and quantization schemes will be reported 
elsewhere. 
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APPENDIX A 

1. Timelike Case 

We wish to derive the expression for the mass 
matrix (4.4), i.e., 

-imdJ(J + 1)]t ). 

-mo - ml(J - t) 

Let us consider the mass operator (4.3): 

We have seen that the basis vectors can be labeled by 
the eigenvalues of Yo, 0'3' l:2, and ~a or, alternatively, 
by 1,8, J, A, ~), where,8, J, and A are the eigenvalues of 
Yo, the total spinJ2 = (1: + ta)2, andJa = (to'a + ~a), 
respectively. We note further that, since Yo does not 
commute with .A(" these do not furnish the eigenstates 
of mass. To write down the mass matrix, we find that, 
since for a unitary representation A behaves like a 
vector under l:, the 't" • A term in the mass matrix will 
contribute to the off-diagonal matrix elements, where­
as a·l: will contribute for the diagonal ones. We 
have, J = l: + tao Squaring both sides, we get 

J2 = J(J + 1) = l:2 + 1 + a .l: 
or 

Now, 

('t" . A)('t". A) = -(ex. A)(ex. A) 

= _A2 - a.l: 

= _A2(J2 - l:2 - 1) 

= (l:2 _ A2) - J2 + ! = -J2 

= -J(J + 1). (A2) 

2. Spacelike Case 

In this case, the basic vectors are labeled by Ya, i, A, 
and i:, where Y3' i, A, and i: are the eigenvalues of Ya, 

j = (I: + ta)2, Ja = (~s + to's) and e = (~i -
A~ - A~) = f2, respectively. 

Defining 
Ja = ~a + to'a, 

KI=AI+iTI , 

K2 = A2 + iT2 , 

we find the following expression for the second-order 
Casimir operator: 

Q = J: - K; - K; 
= (~s + iO'a)2 - (AI + t Tl)2 - (A2 + tT2)2 

= (~: - A~ - A~) + a . I: + 1 
= e + 1 + 0 . f, (A3) 

where 

l: = (~3' AI' A 2), Ji = (Aa, ~l' ~2)' 

Note that, under I: and 0, A and:r respectively trans­
form like vectors. Furthermore, we have 

(0. I: - :r . A) = (O'a~s - TIAI - T2A2) 

as it should. 

- (TsAs - O'l~l - 0'2~2) 

= (a .l: - 't" • A), 

From (A3), we have 

(Q - e - !) = a . f. (A4) 

a • l: = J(J + 1) - ~(~ + 1) - 1. 

For ~ = J + t, we have 

(AI) Squaring both sides of (A4) and simplifying, we obtain 

(Q - e - !)2 = 2e _ Q + ! 
or, solving for Q, 

a.l:=-(J+!), 
Q = (e + t) ± (e + !)t. (AS) 

while, for ~ = J - t; Furthermore, from (A3), we have 

a·l: = J - t. a . l: = Q - e - !. 
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Substituting for Q, we obtain 

a . E = -! ± (C + !)f 
or 

(A6) 

Again, 

('t . A)(T .A) = (~f + ~~ - A~) - a . i: 
= (-i - C) - (Q - C - 1), (A7) 

since 

Co = -i = ~2 - A2 

= (~i - Ai - AD - (A~ - ~f - ~~). 

Equation (A 7) may be written as 

(T .A)(T .A) = -Q, 
since 

(-t + i . A)( -t - T • A) = i - (i .A)(i . A) 
= t+ Q 
= [(C + t)l ± t]2. 

(AS) 

Note further that t + a . f contributes to the diagonal 

elements of the mass matrix, whereas -t + i.A 
contributes to the off-diagonal ones. Thus the matrix 
m can be written as 

_ (i(mo - ml ) + im1(C + t)f imd(C + t)f - t] ) 
Tn= 

-imd(C + !)t + t] -i(mo - ml ) + iml(C + t)f . 
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I. INTRODUCTION 

An important problem in the quantum mechanical 
and statistical consideration of many-particle systems 
is the approximation of the n-particle correlation 
function gn by lower-order ones, usually the pair 
distribution function g2' Many years ago, Kirkwood l 

introduced in the theory of classical fluid the super­
position approximation for the 3-particle distribution 
function. The idea of superposition has been widely 
accepted and its extension to the n-particle distribu­
tion function has also been used. 2 An alternate 
approximation for the 3-particle distribution function, 
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and statistical consideration of many-particle systems 
is the approximation of the n-particle correlation 
function gn by lower-order ones, usually the pair 
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introduced in the theory of classical fluid the super­
position approximation for the 3-particle distribution 
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accepted and its extension to the n-particle distribu­
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the convolution form, was proposed by Jackson and 
Feenberg3 in the correlated basis function (CBF) 
approach to the theory of quantum fluids. The con­
volution form has proven to be more convenient to 
use in the evaluation of matrix elements occurring in 
the CBF formalism. In the evaluation of the excitation 
spectrum of He II, for example, the convolution form 
largely reduces the amount of numerical works while 
yielding results comparable to those obtained using 
the superposition approximation.3 Similar simplifica­
tions have also been observed in its application to the 
theory offermion liquids. 4 •5 In the further perturbative 
treatments in the CBF formalism, convolution forms 
of higher-distribution functions are also needed. Thus 
Lee6 has obtained and used the convolution form of 
g4 to compute the second-order correction to the 
excitation spectrum of He II. More recently, calcula­
tions have been carried out for liquid 3He and 3He-4He 
mixtures with partial contributions from g5 and g6 
included. 7 It would then be of practical as well as 
theoretical interests to extend the previous results on 
the convolution approximation. Lee6 used intuitive 
reasonings to generate the convolution form of g4' 
However, we find it very difficult to go further 
beyond in the absence of precise statement of general­
ization. It is the purpose of the present paper to make 
the rule precise and generalize the convolution 
approximation to the n-particle distribution function. 

II. PRELIMINARIES 

Consider a system of N identical particles confined 
in a volume Q. The thermodynamic limit N -- 00, 

Q -- 00 will be taken, if necessary, with the density 
N/Q = p kept constant. We define as usual8 the n­
particle distribution function 

gn(rl , r2 ,"', rn) 

N! -n f W(rl' r2, ... , rN) drn+l ... drN 

= (N - n)! p f ' 
W(rl' r2," " rN) drl ... drN 

(1) 

with W(rl , r2, ... ,rn ) a function symmetric in the 
coordinates r l , r2,'" ,rn . Explicitly, we have 

W = exp [- V(rl, r2,'" ,rN)/kTj, 

for a classical system, 

= Itp(rl' r2, ... , rN )1 2 , for a quantal system. 

Here V is the total potential energy and tp the wave­
function describing the system. Physically, 

Q-ngn(r1 , ••• ,rn) 

is the probability density function for n (<< N) 
particles to situate at r1, r2, ... , rn' 

Some implications now follow as consequences of 
the definition. It is clear that gn(r1 , ••• ,rn) is non­
negative, symmetric in its n coordinates, and vanishes 
for strongly interacting systems when two particle 
coordinates coincide. The definition (1) also implies 
the recursion relation 

p f gn+l(rl , ... , rn+!) drn+! = (N - n)gn(rl , ... , rn) 

(2) 
and hence the normalization condition 

pnfgn(rl' ... ,rn) dr l ..• drn = N! . (3) 
(N - n)! 

Furthermore, taking a particle to infinity is equivalent 
to removing one particle from the system. As a conse­
quence, we expect the limiting condition 

lim gn+irl"", fn+!) = gn(fl ,"', fn) (4) 
f n+l -+ 00 

to hold. Any approximate form for the n-particle 
distribution function should be tested against these 
necessary conditions. 

For a uniform system, we expectgl to be a constant. 
Normalization then requires 

(5) 

We also expect the pair distribution function g2 to 
depend on the distance r12 = Irl - r21 only. We 
define the f function as 

(6) 

The normalization condition (3) then implies the 
following conditions on f: 

pfJ(r)dr=-l, 

J(oo) = o. 

(7) 

(8) 

In the following discussions, f is assumed to satisfy 
both (7) and (8). 

The Kirkwood superposition approximationl g~S) 

for the 3-particle distribution function is 

g~s)(f1' r2, ra) = g2(r12)g2(r2a)g2(r3l)' (9) 

This approximate form satisfies most of the necessary 
conditions on ga except the recursion and the normal­
ization relations (2) and (3). In fact, explicit evaluations 
using (7) yield the results 

p f g~s)(fl' r2, fa) dra = glr12) (N - 2 + p f ha/23 dra) 

(10) 
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and 

p3 f g~·)(r1' r2, r3) dr1 dr2 dr3 

= N(N - 1)(N - 2) - N + If hd2a!31 dr1 dr2 dr3. 
(11) 

The remainder term in (10) is deceptively small and, 
as it turns out, proves to be of primary importance 
in applications. 3 The generalized superposition form 
for the n-particle distribution function, 

also fails to meet the requirements (2) and (3). 
An alternate approximation of g3 which exactly 

satisfies the recursion and the normalization relations 
is the convolution form3 

g~c)(r1' r2, r3) = 1 + h2 + /23 + /31 + hd23 + /2a!31 

+ /31h2 + P fh4/2d34 dr4· (13) 

It is easy to see that g~C) is symmetric in the particle 
coordinates and satisfies the recursion and the limiting 
conditions (2) and (4). However, it fails in the other 
tests. Namely, g~C) is not necessarily nonnegative and 
the approximation is poor for strongly interacting 
systems when the particle coordinates are close. But 
these are not critical objections in view of its conven­
ience in applications. In fact, it is not known in actual 
calculations which approximation using g~S) or g~C) is 
more accurate.3 With nothing better available, the 
convolution form remains a useful approximation in 
evaluating integrals involving nonsingular operators. 
Lee6 has extended the convolution form to g4 and 
obtained the explicit expression oflg~C) which yields 
g~C) upon integrating over one particle coordinate. In 
the next section we shall generalize further to the n­
particle distribution function. The resulting form is a 
generalization of the known expressions of g~C) and 
g!c) and satisfies both the recursion and the limiting 
relations (2) and (4). 

III. CONVOLUTION APPROXIMATION FOR gn 

It is convenient to introduce a diagrammatic 
representation which will facilitate our discussions. 
We first give some definitions in the language of linear 
graphs.9 

A linear graph is a collection of points with lines 
joining certain pairs of points. Examples of linear 
graphs are given in Fig. 1. A graph is said to be dis-

2 3 

V 
o 
I 

(0) 

2 3 2 3 

Y Y 
(b) (c) 

FIG. 1. Examples of linear graphs. 

connected if it is possible to separate the points of the 
graph into two or more groups such that there is no 
line joining a point of one group with a point of the 
other. Otherwise the graph is said to be connected. 
Thus, Fig. l(a) is disconnected and Figs. l(b), l(c) 
are connected. A line successively joining a set of 
points is called a path. If the final and the initial points 
of a path coincide, we speak of a cycle. For instance, 
points 2, 3, and 4 in Fig. I (c) form a cycle. A Cayley 
tree is a connected linear graph containing no cycles. 
Figure l(b) is an example of a Cayley tree. An isolated 
(unconnected) point is also a Cayley tree. The number 
of lines incident at each point is called the degree of 
the point. Therefore, the degree of the black point in 
Fig. 1 (b) is three, and the degrees of all other points in 
the same graph are all one. If a point of the graph is 
given a numerical label, I, 2, ... , we call this point 
a root point and speak of a rooted graph. In the 
following, all root points will be denoted by open 
circles or open points, and all unlabeled points by 
black circles or black points, as shown in Fig. 1. 

A diagrammatic representation for mathematical 
expressions is now in order. A factor Iii is represented 
by a line joining two points with labels i and j. The 
point i is a black one if the coordinate r i appears as the 
integration variable under an integral sign; otherwise 
it is an open point. In other words, a black point 
represents a factor p S drk with the label k deleted from 
the graph. All isolated open points are taken to repre­
sent a numerical factor of 1. Thus, the graphs of Fig. 
I represent the following expressions: 

p J /14/24/34 dr 4, 

hd4d2a!34 , 

for Fig. l(a), 

for Fig. l(b), 

for Fig. l(c). 

As another example, the convolution approximation 
g~C) for the 3-particle distribution function given. by 
(13) has the diagrammatic representation of Fig. 2. 

In these notations, we now define the convolution 
approximation g~C) for the n-particle distribution 
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+ /. + + \ . -- . 
3 2 3 2 3 

I I 1 

+ L + ~ + 1\ + 

1 

A 
23 23 23 23 

FIG. 2. Diagrammatic representation of the convolution approxi­
mation g~C) given by Eq. (13). 

function as 

g~C)(rl,r2,···,rn)=the collection of all distinct 
graphs of rooted Cayley trees 
(connected and disconnected) 
with each graph consisting of n 
root points, labeled 1,'" ,n, 
and any number of unlabeled 
points provided that the degree 
of each unlabeled point is at 
least three. (14) 

Clearly, g~~) is symmetric in the coordinates r1, 
r2, ... , rn. We now show thatg~C) satisfies the limiting 
relation 

lim g~~I(rl"'" r n+l) = g~c)(rl' ... , r n) (15) 

and the recursion relation 

p I g~Cll(rl' ... ,rn +l) drn+l = (N - n)g~C)(rl' "', rn)' 

(16) 

It is convenient to classify the graphs of g~C~1 according 
to the connectivity of the root point with the label 
n + 1 [the (n + l)th root point]. We write 

g~~I(rl' r2 ,"', r n+1) = G1 + G2 + G3 + G4 , (17) 

where 

G1 = the collection of graphs of g~c+l in which the 
(n + l)th root point is isolated, 

G2 = the collection of graphs of g~C~1 in which the 
(n + I )th root point is connected to precisely 
one open point, 

G3 = the collection of graphs of g~C~1 in which the 
(n + J)th root point is connected to precisely 
one black point, 

G4 = the remaining graphs of g~C~1 in which the degree 
of the (n + l)th root point is at least two. 

First we note that G1 contains precisely the graphs of 
g~C)(rl' ... ,rn) with the addition of isolated (n + l)th 
root points. Since all isolated root points represent 
the same numerical factor 1, we then recognize the 
identity 

(18) 

Now, G2 , G3 , and G4 contain all graphs in which the 
(n + l)th root point is connected. It follows then from 
(8) that all graphs of G2 , Gs , and G 4 vanish on taking 
the limit r n+l --* 00. Only G1 survives on the left-hand 
side of (15) and this completes the proof of the 
limiting relation. 

To prove the recursion relation (16), we note that 
the integration over an isolated point simply yields a 
numerical factor p S dr = N. Hence from (18) we have 

pI G1 drn+1 = Ng~C)(rl"'" rn)' (19) 

Next, since G2 contains all rooted Cayley trees in 
which the (n + l)th root point is connected to pre­
cisely one root point, one may generate all graphs of 
G2 by joining in graphs of G1 the (n + l)th root 
point to one of the n other root points. In fact, by 
joining to the n other root points in succession, n 
different graphs of G2 are generated from a given 
graph of G1 • However, because of (7), these 11 graphs 
are all equivalent upon integrating over drn+l' It 
follows then, using (7), 

pI G2 drn+1 = -nG I 

- ng(cl(r ... r) (20) - - n 1, 'n . 

We remark that we have, in the above, used the fact 
that G1 , or g~C), contains the collection of all rooted 
Cayley trees with n root points so that all graphs of G2 

are generated from G1 . Finally, we note that there 
exists a one-to-one correspondence between the graphs 
of G3 and G4 • For each graph G of Gs , we may 
generate a graph G' of G4 by first removing the 
(n + l)th root point in G and then converting the 
black point originally connected to this (n + l)th 
point into a root point with the label n + 1. Since 
the degree of the original black point is at least three, 
the degree of the new root point will be at least two 
and the resulting graph will certainly be contained in 
G4 • Conversely, for each graph of G4 , a unique graph 
of Gs can be generated by the reversing process. An 
example of this correspondence is shown in Fig. 3. 
Now the integration over p S drn+! simply changes the 
(n + l)th root point into a black point in G' and 

FIG. 3. An example 
of the one-to-one 
correspondence be­
tween graphs G E G. 
and G' E G.. All 
labels of the root 
points have been de­
leted in G and G' 
except the label n + 1. 

G G' 
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glC) = 
3 + I + 1\ + A 

g~CI : (graphs of 
0---0 

I": N glC) + + + 3 0---0 

+ X + r + >-< FIG. 4. A compact dia-
grammatic representation of 
g~C), g1C), and g~C). Only the 

~ glCI = [ graphs of g~' ] + X ~ + 
~ 

+ A I + * + ~ 
+ >-< + 7-< + t-\ 

removes the (n + l)th root point in G, the following 
relation between G and G' then follows from (7): 

p f G drn+l = -p f G' dr"+l 

or 

p f(G + G') drn+! = O. 

The one-to-one correspondence of the graphs of G3 

and G4 then ensures 

p f(G 3 + G4) drn+1 = O. (21) 

The recursion relation (16) now follows as a result on 
combining (19)-(21). 

IV. CONCLUSION 

We have shown that the convolution approximation 
of the n-particle distribution function given by (14) 
satisfies the limiting relation (15) and the recursion 
relation (16). The explicit expressions of g~C), g~C), and 
g~C) are collected in Fig. 4 in a more compact graphical 
notation in which only the topologically distinct 
graphs are shown with all labels and isolated points 
deleted. lO For example, all the G) terms of the form 
Iii are represented by a single graph. Thus the 4 

topologically distinct graphs 
are included with all the 

)--0-0 M labels and isolated points 
+ + deleted. 

+ ~ + ~ 
+ r-< + M 
graphs of g~C) represent a total of 8 terms, the 10 
graphs of g~C) represent 58 terms and the 24 graphs of 
g~C) represent a total of 617 terms. In this simplified 
notation, the expression (14) for g~C) can be rewritten 
as 

g~C)(rl' r2, ... , r n) = the collection of all distinct 
graphs of connected and discon­
nected Cayley trees excluding 
isolated points and consisting 
of n or less open points and 
any number of black points, 
provided that the degree of each 
black point is at least three. 
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Infinite-Dimensional Representations of the Lorentz Group 
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The method used by Naimark to obtain symmetrical spinors and their transformation law from finite­
dimensional representations of the group SL(2, C) is extended to infinite-dimensional representations. 
As an infinite-dimensional representation, we use the principal series of representations realized by means 
of the special unitary group SU •. As a result another form of the principal series of representations of 
SL(2, C) is obtained which describes the transformation law of an infinite set of numbers under the group 
transformation in a way which is very similar, but as a generalization, to the way spinors appear in the 
finite-dimensional case. 

Two component spinors1 are associated with finite­
dimensional representations of the group SL(2, C) 
when realized in the space of polynomials. SL(2, C) 
is the group of all 2 X 2 complex matrices with de­
terminant unity, and it is the covering group of the 
restricted Lorentz group describing homogeneous 
Lorentz transformations which are orthochroneous 
and proper.2 Spinors appear (up to factorial terms) 
as the coefficients of the polynomials of the space 
in which the representation is realized. Their trans­
formation law then provides another form for the 
representation.3 

However, the group SL(2, C) has also infinite­
dimensional representations the most notable of which 
is the principal series of representations. 3 •. 4 In this 
paper, we define an infinite set of numbers which can be 
associated with the principal series of representations 
in a way which is very similar, but as a generalization, 
to the way spinors appear in describing the finite­
dimensional representations. The transformation law 
of these numbers, at the same time, defines another 
form of the principal series of representations of 
SL(2, C). Just as in the spin or case, these numbers 
become functions of space-time when applied in 
physics. 

The principal series of representations of SL(2, C) 
is an irreducible unitary representation, which can be 
realized in several ways according to the space of 
realization. For our purpose, we employ that partic­
ular realization of it by means of the special unitary 
group SU2 • 

We denote by L~S(SU2) the set of all functions 4>(u), 
where U E SU2 , which are measurable and satisfy the 
conditions 

4>(yU) = eiSIP4>(u), 

f'4>(uW du < 00, 

where y E SU2 is given by 

(1) 

(2) 

L;S(SU2) provides a Hilbert space3•5 where the scalar 
product is defined by 

(4)1,4>2) = f 4>1(U)4>2(U) duo (4) 

The principal series of representations is then given by 
the formula3 

Vg 4>(u) = [ot(ug)/ot(ug)]4>(ug), (5) 
where 

is an element of the group SL(2, C) and ot(g) is a 
function given by 

(6) 

Here p is a real number and 2s is an integer. 6 

Consider now all possible systems of numbers 4>~, 
where n = -j, -j + 1,'" ,j and j = lsi, lsi + 1, 
lsi + 2, ... , with the condition 

00 1 

2 (2j + 1) 2 14>~12 < 00. 
i=lsl n=-i 

(7) 

The aggregate of all such systems 4>~ forms a Hilbert 
space, which we denote by 1;8, where the scalar prod­
uct is defined by 

00 i 

2 (2j + 1) 2 4>~VJ~, 
1=181 n=-i 

(8) 

for any two vectors 4>~ and VJ~ of l~s. With each vector 
4>~ E 1~8, we associate the function 

00 i 

4>(u) = 2 (2j + 1) I 4>/.T/.(u), (9) 
1=181 n=-i 

where T~(u) is the matrix element Tln(u) of the irre­
ducible representation of SU2 • Since3 

T/.(yu) = ei8IPT/.(u), 

y = e-:iIP (3) the function given by Eq. (9) belongs to the space 
L~8(SU2)' On the other hand, every function in 

1917 
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L:'(SU2) can be written in the form (9), since the T~(u) 
provide a complete orthogonal set.5.? The two spaces 
L:'(SUs) and I:' are, in fact, isometric where the 
transition from one space to the other can be made by 
means of the generalized Fourier transform 

cp! = f cp(u)T ~(u) duo (10) 

Similarly to spinors, which appear as coefficients in 
the polynomials of the space of representation, we 
see that the numbers cp~ appear as coefficients in the 
expansion given by Eq. (9) of the functions cp(u) of 
the space L:'(SU2). By means of the mapping (10), the 
operator VI1 of the representation (5) may also be 
regarded as an operator in the space I~', whose explicit 
expression we find below. This expression also defines 
another form of the principal series of representations. 

Applying the operator VI1 to the function cp(u) as 
given by Eq. (9), we obtain 

Vgcp(u) = I (2j + 1) I cp~ oc(U!) T ~(ug) (11) 
; n oc(ug) 

or 

y"cp(u) = I (2j + 1) I cp! I (2j' + 1) 
i n j' 

~ ii' ) r() X k Vnn·(g; s, p Tn' U , (12) 
n' 

where 

ii' Joc(U g) i( -)T i'( ) d Vnn,(g; s, p) = --_ Tn ug n' U U. 
oc(ug) 

(13) 
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Accordingly, we obtain 

y"cp(u) = I(2j + 1) I cp";T!(u), (14) 
; n 

where, using Eq. (12), we have 
00 i 

cp";: = I (2j + 1) I V~i~,(g; s, p)cp~. (15) 
;=1'1 n=-; 

Thus, the operator VI1 of the principal series of 
representations of SL(2, C) in the space I~' is the 
linear transformation determined by Eq. (15) de­
scribing the law of transformation of the quantities 
cp~, where j = lsi, lsi + 1, lsi + 2,'" and n = -j, 
-j + 1, ... ,j. Here, V~~,(g; s, p) are functions of 
g E SL(2, C) and of p and s, where p is a real number 
and 2s is an integer. 

1 Throughout this paper, the term spinor is used to mean sym­
metrical spinor. For application of two component spinors in the 
theory of general relativity, see R. Penrose, Ann. Phys. (N.Y.) 10, 
171 (1960). 

I See, for example, R. F. Streater and A. S. Wightman, PCT, 
Spin and Statistics, and All That (Benjamin, New York, 1964). 

8 M. A. Naimark, Linear Representations of the Lorentz Group 
(Pergamon, New York, 1964). 

'I. M. Gel'fand, M. I. Graev, and N. Ya. ViJenkin, Generalized 
Functions, Vol. 5: Integral Geometry and Representations Theory 
(Academic, New York and London, 1966). 

6 M. Carmeli, J. Math. Phys. 10, 569 (1969). 
6 Applications of the principal series of representations of the 

group SL(2, C) to massless particles were recently given by Y. 
Frishman and C. Itzykson, Phys. Rev. 180, 1.556 (1969). 

7 The functions T~(u) satisfy the orthogonality relation 

f -, (jil'(jnfl' 
T~(u)T~'(u) du = 2j + 1 . 
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Instantaneous Interaction Relativistic Dynamics for Two 
Particles in One Dimension 
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Differential conditions which guarantee the Lorentz invariance of instantaneous action-at-a-distance 
relativistic dynamics have been given by Currie and by Hill. The present paper obtains the general 
solution of these conditions for the special case of two particles in one dimension. The resulting equations 
of motion are integrated to obtain the world lines. World-line invariance is explicitly demonstrated. 
The equations of motion are cast into Hamiltonian form with the transformations of the inhomogeneous 
Lorentz group canonical. The Hamiltonian formulation is made unique up to canonical transformation 
for those forces which fall off faster than the inverse square of the interparticle separation by the demand 
of asymptotic reduction to free particle form. The special case of the inverse-square-Iaw forces of electro­
dynamics is considered; the constant of the motion associated with Lorentz invariance is found to have 
an interaction piece which survives asymptotically as in the relativistic mechanics of Van Dam and 
Wigner. The Poisson bracket [Xl> XI] between the physical coordinates also has an interaction piece 
which survives asymptotically for electrodynamiCS. 

I. INTRODUCTION 
The relativity of simultaneity has as one conse­

quence the fact that the differential statements of 
Lorentz invariance1- a of instantaneous interaction 
relativistic mechanics are nonlinear. The nonlinearity 

renders their integration difficult. This is in contrast 
to the corresponding statements of "manifest co­
variant" theories which are linear and can be readily 
integrated to obtain the specification of an arbitrary 
dynamics by arbitrary 4-vector functions of 4-vectors. 
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relativistic mechanics are nonlinear. The nonlinearity 

renders their integration difficult. This is in contrast 
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variant" theories which are linear and can be readily 
integrated to obtain the specification of an arbitrary 
dynamics by arbitrary 4-vector functions of 4-vectors. 
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The present paper obtains the general solutions of 
the nonlinear Lorentz invariance conditions of 
instantaneous interaction relativistic dynamics for 
the special case of two particles in one dimension, thus 
making it possible to investigate an arbitrary 1-
dimensional 2-particle dynamics in the instantaneous 
interaction format. 

In Sec. II the differential statements of Lorentz 
invariance are integrated to obtain equations of 
motion. Section III is devoted to the integration of 
these equations of motion. Constants of the motion 
H, P, and K whose transformation properties are 
identical with the transformation properties of the 
generators of the inhomogeneous Lorentz group are 
found. These constants are not uniquely determined. 
The particle world lines are obtained and world-line 
invariance is explicitly demonstrated. In Sec. IV a 
Hamiltonian formulation of the dynamics is obtained 
for each of the possible choices of H, P, and K found 
in Sec. III. In Sec. V the constants H, P, K, and the 
Hamiltonian formulation are made unique (up to 
canonical transformation) by the demand of asymp­
totic reduction to free particle form. Section VI is 
devoted to examples, including electrodynamics. 

The equations solved in Sec. II are derived in Ref. 1 
and in Sec. III of Ref. 3. The work of Secs. III-VI is 
based on the paper "Canonical Formulation of Rela­
tivistic Mechanics,"" hereafter referred to as CF; 
it is recommended that the reader of the present 
paper be familiar with CF. 

II. INTEGRATION OF THE DIFFERENTIAL 
STATEMENTS OF LORENTZ INVARIANCE 

The differential statementsofthe Lorentz invariance 
of a I-dimensional 2-particle instantaneous action-at­
a-distance theoryl-3 are 

L1e1 = 0 (la) 
and 

(lb) 

and 

Here Xu == X1(t) - Xi(t) is the (instantaneous) inter­
particle separation, and VI and Vi are the particle 

velocities. The equations of motion are 

a1 = (1 - vDtel 

and 

where a1 and a2 are the particle accelerations. 

(3) 

(4) 

We begin by remarking that, if e2 were known, the 
differential operator L1 would be known and Eq. (la) 
could be solved by the usual method of characteristics. 6 

Even with e2 unknown, the characteristics of (la) still 
exist and can be used as one set of coordinate lines 
in a system of "natural" coordinates for the system 
(1). The characteristics of Eq. (lb) can be used as a 
second set of coordinate lines in such a system of 
"natural" coordinates if L1 and L2 are not propor­
tional (this exceptional case is considered in Appendix 
A). Thus we introduce a transformation from the 
coordinates Xu' VI, Vi to new coordinates $1' $2' , 

in such a way that 

(5a) 

(5b) 

(6a) 

(6b) 

(7a) 

(7b) 

By comparing Eqs. (5), (6), and (7) with Eq. (2), 
we see that 

L -1 a (Ba) 1 = ({II -
OSl 

and 

L -1 a 
2 = ({I2 -. (Bb) 

OS2 

Thus the system (1) becomes, in the new coordinates, 
the system 

oe1 _ 0 
OSl - , 

oe2 = o. 
OS2 

(9a) 

(9b) 

We note that Eqs. (5a), (6a) , and (7a) , with some 
choice for ({II (usually ({II = 1), is just the equivalent 
system which is written down when the usual method 
of characteristics6 is applied to (la). 
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The introduction of equations for two sets of charac­
teristics, with coordinates SI and S2 along the charac­
teristic lines, is not necessarily consistent, because each 
of the pairs (5), (6), and (7) must satisfy an integra­
bility condition. The as yet unknown function f{!1 and 
1-'2 are integrating factors introduced to make possible 
the satisfaction of these integrability conditions, 
which are 

o 0 
-0 (XI2V2f{!1) = -0 (XI2Vlf{!2)' (lOa) 

S2 SI 

1..- [(1 - Vi)f{!I] 
OS2 

= 1..- {[I - x l2el (1 - vi)!](1 - Vi)f{!2}, (lOb) 
OSI 

1..- {[I + X12e2(1 - vD*](l - VDf{!I} 
OS2 

= 1..- [(1 - Vi)f{!2]' (lOc) 
OSI 

By carrying out the differentiation and introducing 
the derivatives from (5), (6), (7), and (9), the integra­
bility conditions (10) can be reduced to 

- X12e2(1 - VD!(VI + V2)f{!1f{!2) = O. (Uc) 

Equations (11) comprise a homogeneous system of 
linear equations for the three unknowns 0f{!1/0S2' 
0f{!2/0S1' and f{!1 f{!z. The determinant of this system 
vanishes identically. Analysis of the system (11), with 
the assumptions X12 yf 0, VI yf 0, V2 yf 0, 1 - V~ yf 0, 
and 1 - V~ yf 0, shows that, unless both 

el = x1i(1 - vir![l - (V1!V2)] (12a) 
and 

e2 = -xli(l - vD-![l - (V2!V1)] (12b) 

hold, necessarily 

0f{!1 0f{!2 - = - = (VI + V2)f{!1f{!2' (13) 
OS2 OSI 

If Eq. (12) holds, L2 = (V1/V2)Ll and our method fails 
(see Appendix A). We discard this case and note that 

the first equality of Eq. (13) implies that 

of{! 
f{!l = 0- , (14a) 

SI 

of{! 
f{!2 = - , (14b) 

OS2 

for some f{!. Reinserting this in Eq. (13), we see that f{! 
is determined by 

02f{! Of{! Of{! 
-- = (VI + v2)--. (15) 
OS10S2 OS1 0S2 

The use of (14) in (6a) and (7b) produces 

(1 _ v~rl oVI = of{! , (16a) 
OSI OSI 

(1 _ V;)-1 OV2 = Of{! . (16b) 
OS2 OS2 

Integration of (16) produces 

VI = tanh (f{! + "PI), 

V2 = tanh (f{! + "P2), 

(l7a) 

(l7b) 

where "PI and "P2 are functions of integration and 
satisfy 

0"P1 = 0"P2 = o. 
OSI OS2 

(18) 

The use of (17) in (15) produces 

02 0 0 
_f{!_ = [tanh (f{! + "PI) + tanh (f{! + "P2)] ~ ~. 
OSlOS2 OSI OS2 

(19) 

Before proceeding to integrate (19), we argue that, 
for a nontrivial dynamics, 0"Pl/OS2 yf 0 and 0"P2/0S1 yf 

O. The time-development operator D for the dynami­
cal system is 

D == - + 2 Vi - + ai - . 
o 2 (0 0) 
ot i=l oXi oV; (20) 

Define X by 
X == t(Xl + X2)' (21) 

The use of (2), (3), (4), and (21) in (20) yields 

D = ~ + t(VI + v2) ~ + xli(LI - (2)' ot ax (22) 

The use of (8) and (14) in (22) yields 

o 0 
D = at + t( VI + V2) a x 

+ X-I -.!£. - - ~ -
[(

0 )-1 a (a )-1 a ] 
12 OSI OSl OS2 OS2' 

(23) 
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It follows immediately from (23) that IfJ and , are 
constants of the motion. The results (17) and (I8) now 
yield 

-1 (01fJ)-1 2 ( ) Otpi (24) a l = DVI = -X12 - sech rp + tpi -;-, a 
OS2 US2 

(24b) 

Hence, for a nontrivial dynamics, Otpl/OS2 ~ 0 and 
Otp2/0SI :F O. Thus we can take ~ and 'Yj as new 
variables where 

~ == exp (-2tpl)' 

'Yj == exp ( - 2tp2)' 

(2Sa) 

(2Sb) 

If we also introduce 

<I> == exp(2rp), (26) 

Eq. (19) takes the somewhat simpler form 

02<1> (1 1) a<l> a<l> 
a~o'Yj = <I> + ~ + <I> + n a~ a'Yj • (27) 

We now proceed to integrate (27) by showing that 
it is equivalent to the following system: 

rx/ fJ = <1>, 

orx ~ afJ = 0 
o~ + o~ , 
ooc + n afJ = o. 
an an 

(28a) 

(2Sb) 

(28c) 

To demonstrate the equivalence, suppose IX and f3 are 
given, satisfying Eqs. (28b) and (2Sc). Then we 
define <I> by (2Sa); by using (28a) to eliminate IX from 
(28b) and (28c), we obtain 

~ (In fJ) = - _1_ a<l> (29a) 
a~ <I> + ~ a~ 

and 

~ (In fJ) = - _1_ a<l> . (29b) 
o'yj <I>+non 

Equations (29a) and (29b) are compatible if and only if 

a [ 1 0<1>] 0 [ 1 0<1>] 
o'yj <I> + ~ o~ = a~ <I> + n 0'Yj' (30) 

The relation (30) is easily shown (for ~ :F 'Yj) to be 
equivalent to (27). Conversely, suppose tl> is any 
solution of (27). Then the integrability condition (30) 
for the system (29) is satisfied and fJ is determined to 
within a multiplicative constant. If (2Sa) is now used 
to define IX, we can eliminate <I> from (29) to obtain 
(28b) and (28c). 

We now proceed to integrate (28b) and (28c). Their 

compatibility requires 

which implies 

(31) 

Hence 
o a 

fJ = a~f(~, ') + 0'Yj g(1), 0, (32) 

where f and g are arbitrary functions of the two 
indicated variables. Insertion of (32) into (28) now 
gives 

(33a) 

(33b) 

Integration yields 

rx = fa, 0 - ~ Of~; ') + g('Yj, ') _ 'Yj ag~~ '). (34) 

Here the integration constant has been absorbed into 
the arbitrary functions f and g. 

The use of (25), (26), and (28a) in (17) yields 

<I> - ~ rx - fJ~ 
VI = <I> + ~ = rx + P~ , (35a) 

<I> - n rx - Pn 
V2=--=--' (35b) 

<I> + n rx + fJ'Yj 
The use of (14), (25), (26), and (35) in (5) yields 

~ (In x ) = (..L __ 1_)0<1> 
an 12 2<1> <I> + 1) iJ1)' 

(36a) 

a ( 1 1 )0<1> o~ (In x12) = 2<1> - <I> + ~ O~· (36b) 

The integration of (36) is carried out by using (29); 
one obtains 

In XI2 = t In <I> + In fJ + const = tIn (rxfJ) + const. 

Inasmuch as <1>, VI' and V2 are left unchanged when rx 
and fJ are multiplied by the same constant, this 
integration constant can be absorbed into f and g. 
Thus we have 

(37) 

The quantities el and e2 can now be calculated from 
(6b) and (7a). By using (25), (26), (28a) , (35), and 
(37), we obtain 

(38a) 

(38b) 
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The fact that (38) is consistent with (9) is an obvious 
consequence of (18) and (25) and the fact that 
afla'Y] = ag/aE = O. The fact that (38) and (24) are 
consistent can be shown with the aid of (25), (26), 
(28a), (32), (34), and (37). 

We have now succeeded in obtaining the solution 
to Eqs. (1) in parametric form. We can summarize 
this solution as follows: We make some choice of the 
arbitrary functions f and g. Equations (35) and (37) 
then define a transformation from the physical 
variables Xu, Vl , Va to new variables e, 'Y], , [with IX 

and p given by Eqs. (32) and (34)]. The unknowns 
el and ea are then given in terms of these new variables 
by Eqs. (38). The only conditions on f and g is that 
they be so chosen that the Jacobian J of the trans­
formation from the physical variables Xu, VI' and Va 

to the new variables e, 'Y], and' does not vanish. This 
Jacobian is 

J == a(X12' VI> va) • 
a(e.'Y], n (39) 

The use of (32). (34), (35), and (37) shows that 

J = 4(lXp)i(1X + pe)-2(1X + i3'Y])-2J1 , (40) 

(41) 

The cases for which J is identically zero or infinite 
are explored in Appendix B. The result is that the 
transformation from Xu. Vl • V2 to E, 'Y], , is every­
where singular if and only if 

f = ethl [eh 2(m + eha({) + h,(,), (42a) 

g = tj!hs ['Y]ha(01 + 'Y]he<') + hA,), (42b) 

where the arbitrary functions hi are restricted either by 

ha(h, + h7)2 = const, (43a) 

h"2l(hs + he)2 = const for h2 ¥= O. (43b) 

(ha + he)(h, + h7) = const, (43c) 

or by 
hl(Eha) = Cl(Eha)! + Ca(eha)-! + Ca , (44a) 

hs(tjha) = C,(tjha)! + C5(tjha)-! + Ce, (44b) 

(Cl + C,)(h, + h7)ht + (Ca + Cs)(ha + he)h"21 

+ (ha + h6)(h, + h7) = const, (44c) 

where the Co are constants. 

Redundancy in the General Solution 

Because the arbitrary functions f and g which appear 
in the general solution of Eq. (1) enter both in the 

transformation from Xu, VI' Va to E, 'Y], , [Eqs. (32), 
(34), (35), (37)] and in the expressions for the solu­
tions [Eq. (38)], it is possible that two different 
choices of I and g correspond to the same dynamics­
i.e., imply the same dependence of el and ea on Xu, Vl , 
and Va. Thus, for example, any mapping of the domain 
of { in I-to-l fashi<:>n onto itself will leave the dynamics 
the same, since neither differentiation nor integration 
with respect to , appears in the general solution. 

We now proceed to find those transformations onf 
and g which leave the dynamics the same and are 
continuously developable from the identity. To this 
end we consider the infinitesimal transformation 

fa, {) -I'(E'. n =Ia', n + EFa', "), (45a) 

g('Y], ') - g'('Y]', n = g('Y]', n + EG('Y]', r), (45 b) 

and ask if there is a corresponding infinitesimal 
transformation 

E - e' = e + E8(;, tj. 0, (46a) 

'Y] - 'Y]' = 'Y] + EH(e, 'Y], {). (46b) 

,- " = { + EZ(e, '7, {), (46c) 

on the independent variables such that the numerical 
values of xu, VI' Va, el' and ea are left unchanged. 
Under the transformations (45) and (46), 

of _ of' _ of + E(aF ,,;:a~ Z a~) 
ae ae' - ae ae + .... ae + aea,' 

a~ a~' ay (OaF _ ay ay ) 
aea - ae'? = ae2 + E ae2 +.!:. aea + z aeaa, 

with similar expressions for the changes in oglo'Y] 
and (J'l.gla'Y]2. Using these, we obtain 

, 2z,1[1: a2
F 

e 1 - e 1 = el + EelS" S" aga 

_(3 ay OSf) aYJ 
+.!:. 27 + g agS + Z~ ag2a, . 

The demand that the numerical value of el be left 
unchanged is thus equivalent to the condition 

a2F _(3 0'1 0'1') 0'1' 
~ ae2 +..=. "2 ag2 + E aE3 + Ze a~2a, = O. (47) 

Similar considerations applied to ea yield 

alG (3 aag OSg) a3
g 

'Y] 01]2 + H 2 (}q2 + 'Y] (}q3 + Z'Y] a'Y]2a{ = o. (48) 

Under the transformation (45) and (46), 

ex - ex' = ex + Ea, 

{J -- {J' = {J + Eb, 

(49a) 

(49b) 
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and 

b = of + oG + 8 o~ + H 02g + Z ofJ. (SOb) 
oE 01] 0;Z 01]2 0, 

Using this, we see that x --+ x' = x + e(2x)-1 x 
(IXb + fJa). Hence, the demand that the numerical 
value of x be left unchanged yields the condition 

(a/IX) + (b/fJ) = O. (51) 

A similar analysis which begins by operating on (55) 
and (56) with %'YJ and uses (48) in place of (47) 
yields 

(59) 

Equations (58) and (59) imply that A. and Z depend 
only on ,. Employing this fact together with (54), we 
integrate (47) twice with respect to E and (48) twice 
with respect to 'YJ to obtain 

(60a) 

(60b) 

Similarly, the demands that VI and Vs be left unchanged 
yield Here the functions of integration F; and G; depend 

only on , because of/o'YJ = oG/o; = O. The use of 
(52) (60) in (55) and (56) shows that 

a b 8 ------0 
IX fJ e-' 

~ - ~ -!! = O. 
IX fJ 'YJ 

(53) 

Equations (52) and (53) imply (8/E) = (H/'YJ); we now 
define 

(54) 

It now follows from Eqs. (51)-(54) that -a + fIXA. = 
o and b + ffJA. = O. By using (50) and (54), these 
become 

A.(;2 o~ + ')12 02g + llX) 
0;2 "01]2 

OIX of oG 
- Z 0, + ; 0; - F + 'YJ01] - G = 0; (55) 

;,(e o~ + 'YJ 02g + iP) + Z ofJ + of + oG = O. 
0;2 O'YJ2 0' 0; 0'YJ 

(56) 

By operating on (55) and (56) with 0/0; and using 
(32), (34), (47), and (54), it follows that 

(57a) 

(57b) 

The pair (57) can be viewed as a homogeneous linear 
system for the determination of 0)./0; and oZ/oE, Its 
determinant is the J1 defined in (41); J1 is nonzero 
where the transformation from xu, VI' Vs is non­
singular. Hence 

(58) 

(61) 

Equations (45), (46), (54), and (58)-(61) specify the 
most general infinitesimal transformation which 
leaves the dynamics unchanged. The corresponding 
finite transformation is 

/,(f,O = Am/(E, ') + ;/lm + faa), (62a) 

g'('YJ', 0 = Aa)g('YJ, ') - 'YJJi.a) - ha), (62b) 

f = AZWE, (62c) 

'YJ' = AZa)'YJ, (62d) 

r = Za). (62e) 

Here A, /1' /2' and Z are arbitrary functions of the 
indicated variables subject only to the restrictions 
that A ¢ 0 and that Z map the domain of , in I-to-l 
fashion onto itself. Equations (62) comprise the most 
general transformation which leaves the dynamics 
unchanged and is continuously developable from the 
identity. 

III. INV ARIANCE TRANSFORMATIONS, 
INTEGRALS OF THE MOTION, AND 

WORLD LINES 

Integrals of the motion in classical dynamics can 
be conveniently classified by their transformation 
properties under the invariance transformations of 
the dynamics. Thus, for example, in a relativistic 
I-dimensional system the total momentum P is an 
integral of the motion which is invariant under space 
and time translations and transforms as a 2-vector 
(the other component, of course, being the energy) 
under Lorentz transformation. We begin this section 
by looking for a set of three integrals of the motion 
H, P, and K which satisfy the Poisson bracket algebra 



                                                                                                                                    

1924 ROBERT NYDEN HILL 

of the inhomogeneous Lorentz group in one dimen­
sion6 : 

[H, P] = 0, [H, K] = -P, [P, K] = -H. (63) 

We do not yet have a Hamiltonian formulation with 
respect to which the Poisson brackets in (63) are to be 
computed. However, the statements of transforma­
tion properties contained in (63) can be rewritten by 
using the differential operators L CTT , LST , and LLT 
which effect, respectively, infinitesimal time transla­
tion, space translation, and Lorentz transformation. 
Expressed in physical variables,7 

2 (0 0) LCTT = I Vi ;- + ai ;- , 
.-1 uXi u~ 

(64a) 

(64b) 

LLT = I (ViXi - t)- + (aiXi - 1 + V~)- . 2 (0 0) 
i-I oXi oVi 

(64c) 

Now H, P, and K are, respectively, the generators of 
time translation, space translation, and Lorentz 
transformation. Each of the brackets in (63) can be 
interpreted in two ways by regarding one of the 
elements as the object being transformed and the 
other as the generator of the transformation. By 
using (63), the differential operator L CTT ' L ST ' LLT, 
and the fact that the Poisson bracket of a quantity 
with itself vanishes, we obtain 

LCTTH= 0, (65a) 

LSTH= 0, (65b) 

LLTH= -P, (65c) 

LCTTP = 0, (65d) 

LSTP = 0, (65e) 

LLTP = -H, (65f) 

LCTTK = P, (65g) 

LSTK= H, (65h) 

LLTK= O. (65i) 

The statement that H, P, and K are constants of the 
motion reads 

DH=O, 

DP=O, 

DK=O. 

(66a) 

(66b) 

(66c) 

Equations (65) and (66) are a set of partial differential 
equations for H, P, and K. In order to solve them, 
we first rewrite the operators L CTT ' LST , and LLT in 
terms of the variables X, t, ~, n, and, introduced in 
Sec. II [Eqs. (21), (32), (34), (35), and (37)]. From 

Eqs. (8), (14), (18), (25), and (26) it follows that 

Ll = - - = 2<1> - -(0'P)-1 ° (0<1»-1 ° 
an an an on' 

(67a) 

L2 = (~;r :~ = 2<1>(~~r :~ . (67b) 

The use of (22), (35), and (37) shows that 

D = ~ + (<1>2 - ~n) 1..- «(t.fJ)-!(L _ L ) 
ot (<I> + ~)(<I> + n) aX + 1 2 • 

(68) 

It follows from (20), (21), (64a), and (64b) that 

a 
LCTT = D - -, at (69a) 

a 
LST =-. ax (69b) 

The use of (2), (20), (21), (35), (37), and (64c) yields 

LLT = X(D - :J 
( 

<I>(n - ~)«(t.fJ)! _ t)~ _ L L 
+ 2(<1> + ~)(<I> + n) aX t( 1 + 2)· 

(70) 

It now follows from (65a), (65b), (65d), (65e), (66a) , 
(66b), and (69) that 

oR =0, oR = 0 
at oX ' 
oP = 0 oP = o. 

(71) 

at ' aX 
Equations (65c) , (65f) , (66a) , and (66b) can now be 
reduced with the aid of (68), (70), and (71) to the 
form 

L1H= L2H= P, 

elP = L2P = H. (72) 

The solution of (71) and (72) is easily found by using 
(67); it is 

H = A W<I>-! + DW<I>!, 
P = -AW<I>-t + DW<I>t, 

(73a) 
(73b) 

where A and D, which depend only on ',are arbitrary 
functions of integration. Having found Hand P, we 
now proceed to find K. It follows from (65g) , (65h) , 
(66c), and (69) that 

oK 
-=-P, at 
oK = R. 
oX 

(74a) 

(74b) 
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Hence 
K= HX - Pt + k(~, '1], ,). (75) 

We now insert (75) into (65i) and (66c) and use (65c), 
(65f), (66a), (66b), (68), and (70) to obtain 

Llk = HIXP)1[P - H(1) - n)/(1) + 1])], (76a) 

L2k = HIX,8)1[_P + H(1) - ~)/(1) + m. (76b) 

Hence 
0= PX - Ht + ea, '1], ,). (82) 

We now insert (82) in (SOc) and (80d), and use (65c), 
(65f), (66a), (66b), (6S), and (70) to obtain 

LIe = HlXfJ)l[H - P(1) - 1])/(1) + '1])], (82a) 

L2e = HlXfJ)1[-H + P(1) - ~)I(1) + ~)]. (S2b) 

The use of (2S) , (32), (34), (67), and (73) reduces (76) The use of (28), (32), (34), (67), and (73) reduces (82) 
to to 

ok 0'1 
o~ = t( - A + B~) oe ' 
ok 02g 
- = teA - B'I])-. 
0'1] 01]2 

Integrating, we obtain 

k = iA(~)(- oj + Og) 
o~ 0'1] 

(77a) 

(77b) 

+tBm(-f+~of +g_'I]0g) + em· (78) 
o~ 0'1] 

Here C, which depends only on " is an arbitrary 
function of integration. We have now succeeded in 
finding a set of integrals H, P, and K; the results are 
given by (73), (75), and (78). 

World Lines 

In order to completely integrate the equations of 
motion and find the world lines, we need a fourth 
integral of the motion independent of H, P, and K. 
We introduce this fourth integral, which we call 0, 
by requiring that its Poisson brackets with the other 
integrals be given by 

[H, 0] = -H, [P, 0] = -P, [K, 0] = O. (79) 

The consistency of (79) with (63) can be verified by 
checking that the Jacobi identity holds for each of the 
four possible sets of three independent integrals of the 
motion. Equation (79) and the statement that 0 is 
conserved imply 

L CTT0 = H, (80a) 

LST0 = P, (80b) 

LLT0 = 0, (SOc) 

D0 =0. (80d) 

It follows from (SOa), (SOb), (SOd), and (69) that 

a0 
-=-H, at (8Ia) 

00 
-=P. ax (8Ib) 

(83a) 

(83b) 

Integrating, we obtain 

e = tAW(~ - ~~) 
+ tBW( -f + ~ ~ + g - 'I] ~~) + yW, (84) 

where y, which depends only on " is an arbitrary 
function of integration. 

We now form the quantities 

CI = (K - C - 0 + y)/(H - P), (S5a) 

C2 = (K - C + 0 - y)/(H + P). (S5b) 

Inasmuch as K, C, 0, y, H, and P are all constants 
of the motion, CI and C2 are constants of the motion. 
It now follows from (73), (75), (7S), (82), (84), and 
(S5) that 

C = X + t - l.<l>!(af _ ag
) (86a) 

I 2 o~ or}' 

C2 = X - t - t1>-1 (f - ~ ~ - g + 'I] ~~). (86b) 

If we now add and subtract zero in the form 

o = tXl2 - H 1X,8)1 

[see Eq. (37)] from (86a) and (S6b), we obtain, with 
the aid of (2Sa), (32), and (34), 

1 'Of 
CI = Xl + t - <l> -, 

o~ 
(87a) 

C2 = Xl - t - <l>-l(f- ~~), (87b) 

(88a) 

(88b) 



                                                                                                                                    

1926 ROBERT NYDEN HILL 

The world lines can be obtained in parametric form and 
from (8:) and (88) by solving for Xi and t. From (87) 
we obtam 

Xl = t[CI + C2 + 4>i of + 4>-i(f - ~ Of)] (89a) 
o~ o~ , 

t = t[ci - C2 + 4>i % - 4>-i(, - ~ %) J (89b) 

From (88) we obtain 

X2 = t[CI + C2 - 4>i ~~ - 4>-i( g -1} ~) J. (90a) 

t = t[Cl - C2 - 4>t :~ + 4>-t( g - 1} :~) J (90b) 

The result (89) gives the world line of particle one in 
parametric form with ~ as parameter; similarly, (90) 
gives the world line of particle two in parametric form 
with 'fj as parameter. The world lines depend on the 
four constants of the motion CI , C2 , 4>, and ~; thus, 
specification of initial position and velocities specifies 
the world lines just as in nonrelativistic Newtonian 
mechanics. The results (35) and (38) give the velocities 
and accelerations in parametric form with the same 
parameters. The fact that it has been possible to 
integrate the equations of motion completely rather 
then just reduce them to quadratures is a consequence 
of the fact that the solutions to the differential state­
ments of Lorentz invariance were specified in terms 
of derivatives of arbitrary functions rather than in 
terms of arbitrary functions. 

World-line invariance under the transformations 
of the inhomogeneous Lorentz group is easily demon­
strated from (89) and (90) by conducting the trans­
formation and discovering that the transformed 
world lines can be rewritten in the forms (89) and (90) 
with different numerical values of CI \ C2 , and 4>. Thus, 
under the time translation t --+- t' = t + to, we find 
that Cl --+- c~ = C1 + to and C2 --+- c~ = C2 - to, with 
4> and , left unchanged. Under the space translation 
Xi ~ X; = Xi + xo, we find that Cl --+- c~ = CI + Xo 
and C2 --+- c~ = C2 + xo, with 4> and ~ left unchanged. 
Under the pure Lorentz transformation 

Xi --+- X~ = (Xi - pt)(1 - p2)-i 
and 

t ~ t' = (t - pxi)(l _ p2)-1 

[where each of the two orbits must be transformed 
separately and rewritten in the forms (89) and (90)], 
we find that 

CI -+ ci = cl (1 - ,8)i(1 + p)-i, 

C2 -+- C2 = c2(1 - ,8)-1(1 + p)l, 

with ~ left unchanged. This transformation property 
of 4> under Lorentz transformation is consistent with 
that obtained by iterating the infinitesimal trans­
formation: from (67) and (70), LLT4> = -24> whence 

4>' = .[exp (SLLT)]4> 
= [1 - SLLT + (2!)-ls2LtT - ... ]4> 

= exp (-2s)4> = (1 - P)(1 + P)-I4> 

by using ,8 = tanh s. 

IV. A CANONICAL FORMULATION 

This section is devoted to the construction of the 
Hamiltonian . formu~ation whose existence for every 
e~en-o~d~r dIfferentIal system is guaranteed by the 
Lle-Komgs theorem. We will find those Hamiltonian 
formulations for which the transformations of the 
inhomogeneous Lorentz group are canonical trans­
formations, restricting ourselves to the case of no 
neutral elements.6 

The center-of-mass coordinate Q for a i-dimen­
sional relativistic system is introduced via 

K= HQ -Pt. 

It follows from (63) and (91) that 

[Q,P] = 1. 

(91) 

(92) 

Hence, Q can be taken as the canonical mate to P. 
Because we already have the canonical pair P and Q, 
we can save considerable labor by applying the 
~ie-Konigs ~amiltonization procedure to the dynam­
ICS expressed In the variables ~, 1}, " Q, and t, rather 
than the variables ~, 'fj, " X, and t. 

It follows from (75), (78), and (91) that 

Q = X + H-
I

[ -tA(% - ~) 

- tB(f - ~ % - g + 1} :~) + c J (93) 

It can be shown with the aid of (28), (32), (34), (67), 
(73), and (91) that, in the new variables, 

(04))-1 0 [ 
1:1 = 24> o'YJ o'YJ + [X - Q + t(<xp)i](~) 

- i(<xp)i(4> -1})(4) + 1}r1Jo~' (94a) 

(04))-1 ° [ 1:2 = 24> o~ a~ + [X - Q - t(<X,8)!](~) 

+ i(<xP)t(<p - ~)(<P + ~)-lJ1-.. (94b) 
oQ 
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The use of (93) and (94) in (68), (69), and (70) now 
produces 

P a 
LCTT == HOQ 

+ 2(J)(ocP)-I[(0(J))-1 i. _ (O(J))-l i.] (95a) 
On 01] oe o~' 

o 
LST == oQ' 

LLT == [ Q(;) - t]:Q 
+ 2(ocp)-IH-1(J){[ -HQ - A ~ 

(
Of) ] (O(J))-l 0 

- B f - ~ o~ + c o~ o~ 

+ [ HQ - A ~ - B( g - 1] ~) - c] 

(95b) 

x (O(J))-l i.}, (95c) 
01] 01] 

o 
D == LeTT + - . (95d) at 

In order to avoid writing out explicitly the sums 
which appear in the Hamiltonian procedure given in 
CF, we relabel the independent variables: 

Yo == t, Yl = Q. Y2 =~, Ys = 1]. y, == ,. (96) 

By comparing LI1. == '2,~::og~O/OYi and D == '2,::':0 hia! 
0Yi [Eqs. (CF-14) and (CF-15)] with (95) and using 
(96), we see that 

gf!:T == 0, ho == 1. 
CTT _ _ P 

gl - h} - -. 
H 

The generators H, P, and K are related to the Ui 

of the variational principle 6 J '2,;:0 Ui dYi == 0 [Eq. 
(CF-2)J via the relation G,. == '2,:!og~Ut - 0,. [Eq. 
(CF-19)]. As was shown in Sec. Ive of CF, the 0,. 
can be taken to be zero if for the gf we use gTT, g~T, 
and ~LT, where 

g'fT == gfTT - hi' 

gfLT == gfT - Qhi • (98) 

By the use of (96), (97), (98), and (CF-19) with 
OGe = 0, we obtain 

H = GTT = -Uo, 

P = GST = U}' 

K == GMLT = -Y1UO - YoU} - 2(ocP)-tH-1(J) 

(99a) 

(99b) 

x {[ A af + B(f - Y2 Of) - c] (O(J))-l U2 
OY2 OY2 0Y2 

+ [A::s +B(g-Ya::J +c]}(:J-}u3 • 

(99c) 

The manifest invariance implicit in taking 0« == 0 
implies that (see Sec. IIIE of CF) 

OUi = OU. = O. 
ayo OYI 

(100) 

By the use of (99a), (99b) , (loo), and the definition 

r,; = OU. _ OUi 
• oy, 0Yi 

[Eq. (CF-3)], we obtain 

oH r 0, == - rio == - -0 ' 
Yi 

oP 
rlj=-ril=;-. 

uy, 

(lOla) 

(lOtb) 

By writing out '2,'=0 rijh i = 0 [Eq. (CF-4)] for 
(97) i == 2, we obtain 

(P) _t(O(J))-l r 20 + r 21 H + 2(J)(ocP) oYa r 23 = O. 

But the use of (73), (96), and (101) shows that r 20 + 
r 21(p/H) == O. Hence 

r Z3 == -raj! = 0, (102) 

whence aU2/oYa == oUa/oY!> which implies the exist­
ence of a function U such that 

(103) 
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If now we use (91), (96), (99a), (99b), and (103) in 
(99c), we see that U satisfies 

{A(:~) + B[f - h(:~) ] - c)(:~r (:~) 

+ {A(::J + B[ g - Y3(:~) ] + c) 
X (O<l»-l(OU) = O. (104) 

OY3 oYa 

Equation (104) can be solved by application of the 
method of characteristics; the general solution is 

(105) 

where 

S == (AP + B~)-l{ (:~) [g - Y3(::JJ 
- (:~) [f - Y2(:~) ] + B-

1
CP}. (106) 

We have now only U4 left to find; toward this end, 
we write out 

[see Eq. (CF-20)] for i = 4, with K given by (91), to 
obtain 

r 40 + (~)r41 

[ (
0<1»-1 (0<1»-1 ] + 2<1>(~p)-i - Oh r 42 + OY3 r 43 = 0, 

-y
1
r40 - Yor 41 - 2cP(~p)-iH-l 

X A - + B f - h - - C - r 42 {[ of ( Of) ] (0<1»-1 
OY2 OY2 OY2 

+ [A ::3 + B( g - Y3 ::J + C ] (~:rr43} 
= _YI(OH) + Yo(OP). 

OY4 OY4 

By using (101) for r 40 and r 41, we can solve this pair 
for r42 and r'3 to obtain, with the aid of (28a), (73), 
and (96), 

r 42 = -r24 

= H-
2
<1>-1{A(::J + B[ g - Ya(::JJ + c} 

(107a) 

(107b) 

It follows from the definition of r ii [Eq. (CF-3)] and 
Eq. (103) that 

(108a) 

(108b) 

Equation (108) can be easily integrated after (107) 
has been inserted for r 42 and r 43 ; the result is (where 
the constant of integration has been absorbed into 
the arbitrary function U) 

U4 = -S o(AB) + oU . (109) 
oy, OY4 

We now find, using (96), (99a), (99b), (103), and (109), 
that 

, 
~ Ui dYi = PdQ - Sd(AB) + dU - H dt. (110) 

i=O 

Clearly different choices of the arbitrary function U 
correspond to different canonical transformations on 
the internal variables. It is convenient to take 
U = 2SAB. Then 

where 

4 

L Ui dYi = PdQ + pdq - H dt, 
;=0 

p = 2(AB)!, 

q = (AB)!S. 

From (73) and (l12a), it follows that 

H = (P2 + p2)!. 

(111) 

(l12a) 

(112b) 

(113) 

The task of obtaining a Hamiltonian formulation is 
now complete. We have canonical variables P, Q, p, 
and q given by (73b) , (93), and (112), where S is 
given by (96) and (l06); the generators Hand K are 
given in terms of these canonical variables by (91) 
and (113). It should be noted that we have completely 
avoided the labor of solving Pfaff's problem to reduce 
!~=o Ui dYi to the form (Ill) by choosing Q as one 
of the variables for the application of the Hamiltoniza­
tion procedure. 

Poisson Brackets Among Physical Variables 

Because the Currie-lordan-Sudarshan zero-inter­
action theoremS follows from the assumptions of (a) 
world-line invariance, (b) invariance of the equations 
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of motion, and (c) vanishing of the Poisson brackets 
[Xi' Xi] of the physical coordinates among themselves, 
it is of some interest to compute explicitly the Poisson 
brackets among the physical positions and velocities. 
The details of the computation, which is somewhat 
tedious, are sketched in Appendix C. The results are 

(
d(AB»)-l 

[Xl' X2] = (<I> + ~rl(<I> + 'Yf)-l ~ <I> 

x {[g _ 2'Yj(~)J(O(A ~ ~B») 
+ ~ - 2~(~) J (O(A ~ 'Yf

B») 

+ (~ - 'Yj)(:~) - (A - ~B)(~~) 

- (A - 'YfB)(~) }, (114a) 

(
d(AB)fl 

[Xl' VI] = 2<1>f(4) + ~)-3 ~ J 

x [(~~r (~~l) + 2~ o(A ~ ~B)l 
(114b) 

(114c) 

(X2' v21 = 2<1>f(<I> + 'Yf)-3(d~{B)rl 

x [ _ G~rl (~~2) + 2'Yj o(A ~ 'Yf
B)} 
(114e) 

kl := A(~) + B[f - ~(~) ] - C, (11 Sa) 

k2 := -A(~~) - B[ g - 'Yj(~~) ] - c. (11Sb) 

Clearly, these Poisson brackets do not, in general, 
have the values appropriate to the usual free-particle 
canonical formalism. 

V. THE ASYMPTOTIC REGION AND THE 
UNIQUENESS OF THE HAMILTONIAN 

FORMULATION 

I t has been claimed previously9 that the demand 
that the Hamiltonian formulation reduce asymptoti­
cally to the usual free-particle Hamiltonian formula­
tion fixes the Hamiltonian formulation up to canonical 
transformation. The present section discusses this in 
detail for the particular case of two particles in one 
dimension. 

As is clear from the fact that H, P, and K are 
canonical invariants (Sec. IVC of CF), different 
choices of the arbitrary functions Am, B({), and 
CC{) yield canonically inequivalent Hamiltonizations. 
The determination of A, B, and C fixes the canonical 
formulation. 

We demand that the interaction fall off fast enough 
for the particle velocities to possess limits VI, V2--)o 

Vlb , V2b as t --)0 - 00 before the collision and limits 
VI' V2 --)0 VIa' V2a as t --)0 + 00 after the collision. It then 
follows, from (35) and the fact that <I> is a constant of 
the motion, that corresponding to these limiting values 
of the velocities are limiting values ~b' 'Yfo and ~a, 1Ja 
of ~ and 17 such that 

VIa = (<I> - ~b)/(<I> + ~b)' Vla = (<I> - ;a)/(<I> + ~a), 
V2b = (4) - 'Yfb)/(<I> + 'Yfb)' V2a = (<I> - 'Yfa)/«(J) + 'Yfa). 

(116) 
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Under Lorentz transformation, a limiting velocity v 
transforms according to v -lo v' = (v - (J)/(1 - v{J), 
while <P transforms according to <P -lo <P' = (1 - (J) x 
(1 + {J)-1<P. If we now use (116), it follows that 
~b' "Ib' ~a' and "Ia are invariant under Lorentz trans­
formation. Since <P and the limiting velocities are 
invariant under space and time translation, the same 
is true of ~b' 1'J", ~a' and 1'Ja' Hence ~", 1'Jb. ~a' and "Ia 
depend only on ~. 

For free particles, Hand Pare 
II 

H tree = I m.(1 - v~)-t, 
1=1 

2 

Pfrce = I mivi(l - v~)-t. 
1=1 

(117a) 

(117b) 

If we insert the limiting values (116) into (117), we 
find that the demand of asymptotic reduction to free 
particle form before the collision means that H, P -lo 

HI>' PI> as t -lo - 00, where 

H" = !(ml~t + m2"1t)<p-i + t(ml~;i + m2"1b~<pi, 
(U8a) 

PI> = -!(ml~t + m2fJb<P-i + !(ml~;f + m2fJ;f)<pf. 
(118b) 

Comparison of (118) with (73) yields 

Am = Hml[~bm]t + m2[1'Jb(mt }, 
Ba) = !{m1[,Mm-i + m2[fJba)]-i}. 

(1 19a) 

(119b) 

A corresponding demand of asymptotic reduction to 
free particle form, as t -lo + 00, yields 

Am = !{ml[~a<mt + m\l[fJa(mf }, (l20a) 

B(n = Hml[~a<m-i + m2["Ia(m-i }. (120b) 

Clearly, (119) and (120) are compatible only if the 
interactions are such that the total free-particle 
energy (and momentum) at t = -Ix> equals the total 
free-particle energy (and momentum) at t = + 00. 

Demanding their compatibility yields 

(121) 
and 

ml/m2 = -(~: - ~b!(fJ! - fJb. (122) 

If (121) is satisfied, (122) can be adopted as a defini­
tion of the mass ratio of the particles. 

For free particles, K is 
2 

K free = I mll - v~)-t(Xi - Vit). (123) 
i-I 

The use of (35), (89), (90), and (117) in (123) shows 
that 

Ktree = HHtree(Cl + c2) - Ptree(Cl - CIl) 

+ m1e-lj(e, ') - m2fJ-ig(t], 0]. (124) 

It now follows from (85) and (124) that 

K - Kfree = H(H - Htree)(el + ell) 

- (P - Pfree)( el - e2) 

- (ml~-Y - m21'J-i g)] + C({), (125) 

Inasmuch as IXil -lo 00 and t -lo - 00 as ~, fJ -lo ~b' fJb' 
it is clear from (89) and (90) that of/o~ and og/o"l 
both become infinite as ~, 1'J -lo ~/)' 'fJb' It is then not 
clear that the quantity (ml~-Y - m2'fJ-tg) which 
appears on the right-hand side of (125) has a finite 
Lorentz-invariant limit as t -lo - 00. The behavior of 
this limit is not determined by the assumption that 
the particle velocities have finite limits as t -lo - 00. 

A similar problem will arise when we come to consider 
lim [Xl' X2] as t -lo - 00. We will first consider these 
limits under certain additional assumptions which, as 
will be seen in Sec. VIB, imply that the forces fall off 
more rapidly than xull as IX12I- 00. To state these 
additional assumptions, we put 

where 

fa, {) = F(~o, {), 

g(1'J, {) = G(1'Jo, {), 

The assumptions then are 

lim ~o of = 0, 
$0-+0 o~o 

\' oG 0 Im'Y/o-= , 
qo-+O OfJo 

I
. of . 1m -exlsts, 

so-+O o{ 

I
. oG . 
1m -exlsts, 

qo"'o o{ 

(126) 

(128a) 

(128b) 

(128c) 

(128d) 

Under the assumptions (128), which exclude the 
interaction contributions to K which persist in the 
asymptotic region for long range forces,lo the demand 
that K -lo Krree as t -lo - 00 yields 

em = Umle;tF(O. {) - m2'fJ;;tG(O, {)]. (129) 

The demand K -lo Kfree as t -lo + 00, with restric­
tions analogous to (128). yields 

em = Umlr,;-ff(~.p {) - m2fJ-;;tg(1Ja. {)]. (130) 

Clearly. the demand that (129) and (130) be compat­
ible places an additional requirement on f and g. 

We turn now to the computation of the asymptotic 
values of the Poisson brackets among physical 
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variables. We compute these under the following 
assumptions: 

lim - F = 0, (
OF)-1 

~o-o o~o 
(13Ia) 

But the left-hand side of (134) is zero as a consequence 
of (13Ic) and (133b). Hence, 

lim (02g/ur/) = _ (<<I> + ~b)(d~b/dn. (135) 
t--oo (o'1/oe) (<<I> + rlb)(d'Y/b/d,) 

I· (OF)-I(OF) 0 1m - --
k+O o~o 0' - , 
. (02F)-I(OF) 

(BIb) It now follows from (35), (114), (120), (131), (132), 
(133), and (135) that 

hm - - =0, 
~o-o o~~ o~o 

(13Ic) 

hm - -- =0, . (02F)-I( o2F ) 
;0-0 o~~ O~OO, 

(BId) 

(13Ie) 

(13If) 

(BIg) 

(131h) 

de fi . and - are mte, d, (131i) 

the second partial derivatives of F (of G) exist in a 

deleted neighborhood of ~o = 0 (of 'Y/o = 0). (13lj) 

It follows from (115), with the aid of (119), (126), 
(127), and (131), that 

:~ (:~r (~~l) = -tm2'Y/;*('Y/b - ~b)(d:;), (132a) 

lim (02g)-1 (Ok2) = -1m ~-*( _ ~ ) (d'Y/b) . (132b) 
~-~b o'Y/2 0' "2" 1 b 'Y/b b d, 

It follows, from (28a), (32), (34), (126), (127), (13Ia), 
(13Ie), and the fact that «I> is a constant of the motion, 
that 

lim (of/o~) = _ (<<I> + 'Y/b) , (133a) 
t-+-oo (og/o'Y/) (<<I> + ~b) 

lim (<<I> + 'Y/)(a.{J)! = _ lim (<<I> + ~)(a.{J)* 
t--oo (of/o~) /->-00 (og/o'Y/) 

= ('Y/b - ~b)<1>*. (133b) 
The fact that <1> and , are constants of the motion 
implies that 0«1>/0' [guaranteed to be finite by (13Ij)] 
is a constant of the motion. Explicit computation 
using (28a), (32), (34), (126), (127), and (131) shows 
that 

I
. (a.{J)*(O«l>/O') 
1m -.--~~~~~--

t-+-oo «1>*(<1> + ~)«(J'1/o~2)(d~b/dO 
= 1 + lim (<1> + 'Y/b)«(J2g/iJrJ

2
)(d'Y/b/dO. (134) 

t-+-oo (<1> + ~b)(O'1 /o~2)(d~b/d') 

t-+-oo 

t-+-oo 

lim [X2' VI] = 0, 
t-+-oo 

lim [X2' v2] = m;\1 - v~)i, 
t-+-oo 

t-+-oo 

(136a) 

(136b) 

(136c) 

(136d) 

(136e) 

Nowhere in the derivation of the result (136) has the 
assumption (128) been used. If, however, we adopt 
(128) and hence (129), it can be easily shown that 

(137) 
t-+-oo 

The limiting values (136) and (137) of the Poisson 
brackets are just the values which these brackets have 
in the usual free-particle canonical formulation of 
relativistic mechanics. Thus, with the added assump­
tion (128), our canonical formulation goes over 
completely into the usual free-particle canonical 
formulation as t -- - <X) ; in particular, physical 
coordinates can be canonical asymptotically. A 
similar analysis can be given for t -- + <x). The 
important special case of electrodynamics, which 
violates (128), is considered in Sec. VIC. 

VI. EXAMPLES 

A. Kerner's Example 

A simple example, given by Kerner,ll was con­
sidered in Sec. VB of CF. We obtain here the particular 
f(~, ') and g('Y/, ') which correspond to this example, 
thus exhibiting concretely the relation between the 
present work and that of CF. The equations of motion 
of Kerner's example are 

-a1 = a2 = (VI - V2)2/(2x12)' (138) 

The use of (3), (4), (35), (37), and (38) to transform 
(138) into the variables ~, 'Y/, and , yields 

:~ = 2(a. + 'Y/{J)2(a. + {J~rl('Y/ - ~r2, (139a) 

;:~ = 2(a. + {JW(a. + {J'Y/)-I('Y/ - ~)-2, (139b) 
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where (J( and (3 are given by (32) and (34). The result 
(139) is a pair of partial differential equations for the 
particular f and g which yield the dynamics (138). 
This pair is solved in Appendix C; the result is 

fa, ~) = ~flm + f2m + /3m[~ - W(D]-I, (140a) 

g(rJ, ~) = -rJ/tm - f2m - /3(mrJ - W(D]-I. 

(140b) 

Clearly, the result (140) exhibits the redundancy 
discussed at the end of Sec. II: the form of (140) is 
invariant under the transformation (62). All of the 
results of Sec. VB of CF can be deduced by inserting 
(140) in the general results of the present paper. 

B. Asymptotic Force Laws 

By setting e2 = 0 in [1 and solving Eq. (1a), it can 
be shown that, for forces which fall off faster than x-;} 
asymptotically, 

el ) elO [x I2(1 - Vib)-!' ~o], (141) 
1"'121-+ 00 

where 

~O == (1 - V1bV2b)(1 - Vib)-i(1 - v:b)-i. (142) 

By using (35), (38a), and (133b) in (141) and (142), 
we can relate elO to the behavior off as ~ ~ ~b: 

(143) 

(144) 

If elO is known, (143) can be used to deduce the 
dominant part of the singularity of of/o~ as ~ ~ ~b; 
withfknown, (143) can be used to deduce the asymp­
totic force law. A similar analysis for e2 shows that 

e2 )0 e20[x I2(1 - v~b)-i, '0] (145) 
1"'121-+00 

and 

r 2! [I (~b - rJb) og I r ] o2g - 1 1m rJ be20 i ,~o ':l 2 - . 
~-+~. U b orJ UrJ 

(146) 

We now consider the special case of power-law 
forces. Suppose 

e10 = x12n(1 - v~)in,u(~o), (147) 

Eq. (147) can then be used in (143) to show that 

lim (; _ ;by/(n-l) of 
s-+s. 0; 

= ( rJ !- 1 )-l/(n-l) 1 2rJt Inl(n-l) (148) 

Ui,flgo) ;b - rJb 

We see from (148) that for rJ ~ 2, which includes the 
physically important case of electrodynamics, the 
condition (128) does not hold, so that em cannot be 
evaluated from (129). 

C. Electrodynamics 

In the electrodynamic problem of two 3-dimensional 
point particles whose motion is confined to one dimen­
sion as a consequence of the initial data,12 

elO = (e1e2/ml)(1 - v~)x122, 

e20 = -(e1e2/m2)(1 - vDx122. 

(149a) 

(149b) 

The use of Eqs. (141)-(149) then shows that, for this 
electrodynamic problem, 

lim (~ - ~b) of = 8ele2~trJb 2' 

s-+~. o~ ml(~b - rJb) 
(150a) 

1l. 

I. ( ) og 8ele2~brJ~ 1mrJ-rJ -= 
~-+~. b orJ m2( ~b - 'YJb)2 . 

(150b) 

From (150) it follows that 

8ele2~!'YJb 
f(~, 0 = (I: )2 In I~ - ~bl + Fo(~ - ~b' 0, 

ml '>b - 'YJb 
(151a) 

1l. 

8ele2~b'YJ~ 
g('YJ, ') = (I: )21n I'YJ - 'YJbl + Go('YJ - 'YJb' ~), 

m2 '>b - 'YJb 
(151b) 

where Fo and Go satisfy the conditions (128). We are 
now in a position to see the existence of an asymptotic 
interaction contribution to K. From (151) it follows 
that 

t(ml~-if - m2'YJ-i g) 

~b'YJb 1(~-~b)1 r = 4e1e2 2ln + Fl(~,1J,~), (152) 
(~b - 'YJb) ('YJ - 'YJb) 

where 

lim Fl = Hml~~!Fo(O, 0 - m2'YJ-;;iGo(0, ~)]. (153) 
t-+-oo 

The use of (133a) and (151)-(153) in (125) yields 

lim (K - K free) 
-+-00 

= 4ele2~b'YJb In I m1'YJ1(<1> + 'YJb) I 
(;b - 'YJb)2 m2; b(<1> + ;b) 

- Hm1;;;iFo(0, 0 - m2'YJ-;;i Go(0, 0] + em· 
(154) 

Inasmuch as the right-hand side of (154) depends on 
the non-Lorentz-invariant quantity <1>, this limit 
cannot be made to vanish in every reference frame. 
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There is one distinguished frame, namely the center­
of-momentum frame. By setting Pb = 0 in (118b), we 
see that, in the center-of-momentum frame, <I> = <l>cp, 
where 

<l>cp == (ml;! + m21)!)/(ml;;;! + m21)-;;!)' (155) 

We choose to write C(O in the form 

C(O = 4ele2;b1)b2In I m2;;(<I>cp + ;b) I 
(;b - 1)b) ml 1) b(<I> cp + 1)b) 

+ Hml;;;-!Fo(O, ') - m21)-;;! Go(O, m + CoW· 

(156) 

By the use of (35), (144), and (156) in (154), we 
obtain 
lim (K - K tree) 
t~-oo 

= 4ele2;b1)b In I (<I> + 1)b)(<I>cP + ;b) I + CoW 
(~b - 1)b)2 (<I> + ~b)(<I> cp + 1)b) 

= el e2(1 - vib)(1 ~ V~b) In I (1 - V~b):(ml + m2'O) I 
(Vlb - V2b) (1 - V2b) (ml'O + m2) 

+ CoW. (157) 

Clearly, the choice Co( ') = 0 corresponds to the 
vanishing of this limit in the center-of-momentum 
frameP The long range of electrodynamic forces also 
gives rise to an asymptotic interaction contribution to 
[Xl' x2]. The use of (116), (119), (133a), (144), (151), 
(155), and (156) in (114a) shows that 

lim [Xl' X2] 
t~-C() 

The fact that the right-hand side of (158) depends on 
<I> makes it clear that lim [Xl' X2] as t ~ - 00 cannot 
vanish in every Lorentz frame. The choice Co( ') = 
const, however, will make it vanish in the center-of­
momentum frame. All of the other Poisson brackets 
among physical variables do approach their free­
particle values asymptotically: the results (136) were 
obtained without the assumption (128) which is 
violated for electrodynamics. What significance, if any, 
is to be attached to the survival of an asymptotic 
interaction contribution to [Xl' x2] is not clear at 
present. 

VII. SUMMARY 

The differential conditions which guarantee world­
line invariance and form invariance of the equations 
of motion for a Lorentz-invariant instantaneous 
action-at-a-distance theory form a set of coupled 
nonlinear partial differential equations. The general 
solution of these equations has been obtained for the 
special case of two particles in one dimension. The 
result is given by Eqs. (3), (4), (32), (34), (35), (37), 
and (38); it has been summarized following equation 
(38). The solution is expressed in variables ~, r;, and ,. 
Because the arbitrary functions defining the solution 
appear both in the solution and in the transformation 
between ~, 1), and , and the physical variables Xu' 

Vi' and V2 , there is a possible redundancy. The result of 
analyzing this redundancy is given in Eq. (62) and in 
the discussion immediately preceding (62). 

The equations of motion for the general 2-particle 
I-dimensional case have been integrated to obtain 
the particle world lines in parametric form [Eqs. (89) 
and (90)]. World-line invariance has been explicitly 
demonstrated. 

In Sec. IV the general dynamics is cast into a 
Hamiltonian form wherein the transformations of the 
inhomogeneous Lorentz group are canonical. The 
canonical variables are given as functions of ;, 1), " 
and X = teXl + x2) by Eqs. (73), (93), (96), (106), 
and (112). The generators H, P, and K are given as 
functions of ~, 1), " X, and t by Eqs. (73), (75), and 
(78) and as functions of the canonical variables by (91) 
and (113). The Poisson brackets among the physical 
variables Xi and Vi have been calculated as functions 
of;, 1), and ,; the results are given by Eqs. (114) and 
(115). 

The Hamiltonian formulation obtained is not 
unique up to canonical transformation; it depends on 
arbitrary functions AW, Bm, and C<,). Different 
choices of A, B, and C yield canonically inequivalent 
Hamiltonian formulations. In Sec. V the functions 
A, B, and C have been determined by the demand 
that the Hamiltonian formulation go over into the 
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usual free-particle one asymptotically for the case of 
interactions which fall off faster than x-;.t The result 
is given by Eqs. (116), (119), (120), (129), and (130). 
The Poisson brackets among physical variables have 
been shown to go over into their free-particle values 
asymptotically. 

The analysis of asymptotic behavior for the electro­
dynamic case, where the interaction falls off as x122

, 

revealed that the generator K and the Poisson bracket 
[Xl' X2] have interaction pieces which survive asymp­
totically [Eqs. (157) and (158)]. These surviving pieces 
are not Lorentz invariant; this makes it impossible 
to fix C( 0 by the demand of asymptotic reduction to 
free-particle form in every Lorentz frame. C(O can 
be determined for this case by the demand of as­
ymptotic reduction to free particle form in the 
center-of-momentum frame; there are then surviving 
interaction pieces in all other frames. The surviving 
interaction piece of K then agrees (after correc­
tion of an error) with that found by Van Dam and 
Wigner .1G.13 
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APPENDIX A: THE CASE Cl PROPORTIONAL 
TO c2 

The analysis of Sec. II excluded the case 1:1 pro­
portional to 1:2 , which is considered here. We assume 

1:1 = A(X12 , VI, V2)1:~. 

It follows from (AI) by using (2) that 

V2 = AVl' 

1 = A[l - X 12el(1 - v~)l], 

[1 + X12e2(1 - v~)l] = A. 

Solving for el and e2, we obtain 

el = x1i(1 - v~rl[l - (Vl!V2)]' 

(AI) 

(A2) 

(A3) 

(A4) 

e2 = -xll(l - v~rl[l - (V2/V1)]. (AS) 

It can be easily verified that the pair (AS) are solutions 
of (1); in fact, they specify the dynamics considered 
in Sec. VC of CF. 

In CF it was claimed that the dynamics of (AS) 
could not be cast into Hamiltonian form with all of 
the transformations of the inhomogeneous Lorentz 
group canonical. The argument advanced for this 
claim excluded only those canonical representations 

with vanishing neutral elements; it is, in fact, possible 
to have a canonical formulation of this dynamics 
wherein the inhomogeneous Lorentz group is canoni­
cally represented with a nonvanishing neutral element 
as will now be shown. To show this, we begin by 
replacing (63) with 

[H, P] = ft, [H, K] = -P, [P, K] = -H. (A6) 

The ensuing generalizations of (65) and (66) can then 
be written out and easily solved; the result is 

H = .u(XlVl - X2V2)(Vl - V2)-1, 

P = ft[t + VlV2X12(Vl - V2)-1], (A7) 

K = tft(H2 - P2) + k, 

where k is any constant of the motion invariant under 
time translation, space translation, and Lorentz 
transformation. By writing out Eqs. (CF-4), and 
(CF-20) for each of these three transformations, it 
can be shown that k must be independent of all of the 
dynamical variables. Hence, we set k = O. 

In order to find the canonical formulation, we use 
variables Yo = t'YI = (XlVI - X2V2)(Vl - V2)-1'Y2 = Xu, 

Ya = VI' and Y4 = V2 • The writing out of Eqs. (CF-4) 
and (CF-20) then yields 

CJR 
r Oi = -riO = - ;- , 

UYi 

CJP r li = -rn = ;- , (AS) 
UYi 

r 23 = - r 32 = -(Y2Y3)-l(l - y!)r 34, 

r 24 = -r42 = (Y2Y4)-1(1 - y~)r34' 

By writing out the integrability condition (CF-21) for 
(i,j, k) = (2,3,4) and using (A8), it can be shown 
that r S4 has the form 

r 2 2 2( 2 2)-2 OG(Zl' Z2) 
34 = Y3Y4 Ya - Y4 Zl ~ , 

UZI 

(A9) 

where 

Zl == Y~(Y3 + Y4)(Ya - Y4)-l, 

Z2 == (y~ + Y: - 2y~y:)(y: - y:)-I, (AI0) 

and G is an arbitrary function of the two indicated 
variables. Different choices of .u and G yield canoni­
cally inequivalent Hamiltonizations. With the r t; 
given by (A8) and (A9), a set of U, can be found and 
Pfaff's problem solved. A particular solution yields for 
coordinates and momenta 

ql = (XlVI - X2V2)(Vl - V2)-I, 

PI = ft X12VIV2(Vl - V2)-I, 

q2 == Z2' 

P2 == G(Zl' Z2)' 
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with generators H = fUll' P = "I + PI, and K = 
l,,-1(H2 - P2). The general solution (for given " 
and G) is obtained by making an arbitrary canonical 
transformation. 

APPENDIX B: THE CHOICES OF f AND g FOR 

WHICH J == O(X12' VI' v2) IS IDENTICALLY 
o(~, 'fJ, ') 

ZERO OR INFINITY 

We investigate first the case in which J is zero as a 
consequence of J1 vanishing identically. If J1 == 0, 
then also a2J1/a~a'YJ == O. Using (41), we find 

a
2
J1 [( a

3
f 3 a2f) a

3
g 

a~a'YJ = (~ - 'f}) ~ a~3 + 2 a~2 a'f}2a, 

( 
a3g 3 a2g) a:y ] 

- 'YJ a'YJ3 + 2 a'YJ2 a~2a, . (B1) 

It now follows from (Bl) by use of the standard 
argument for separating variables that a2J1/a~a'YJ = 0 
if and only if 

aaf 3 a'1 a:y 
~ ae + 2: a~2 = Om a~2a, (B2) 

and 

(B3) 

where the "separation constant" 0 depends only on 
,. The general solution to Eq. (B2) is found by inte­
grating twice with respect to ~ and then applying 
standard methods for first-order equations; the 
result is 

/= ~!h1[~h2(m + ~h3W + h,W. (84) 

Here hI' hs, and h, are arbitrary functions; h2 is 
related to 0(,) by 

h2m - Omh~( 0 = O. (BS) 

Similarly, the general solution of Eq. (B3) is 

g = 'YJih6['YJh2(0] + 'YJh6W + h7W, (86) 

where h6' h8' and h7 are arbitrary. If (B4) and (B6) are 
now inserted in the definition (41) of J1 , we obtain 

J1 = riCh, + h7)h~ + (h~ + h;)h2] 

x [H!hf + efh~h2 + t'f}!h~ + 'YJfh~h2] 
+ [-!(hs + h8)h2 + (h~ + h~)h2] 
x [!~fh~ + ~t.h~h2 + !1lh~ + 'f}th~h2] 
+ U(hs + h6)(h~ + h;) + (h, + h7)(h~ + h~)]. 

(B7) 

From (B7), 

aJl = [!(h, + h7)h~ + (h~ + h;)h2] 
a~ 

x (U-!h~ + 3~!h~h2 + ~fh;'h=) 
+ [-!(h3 + h6)h2 + (h~ + h~)h2] 
x (Uih~ + 3~fh{h2 + ~ih~'h:), (B8) 

~1 = [!(h, + h7)h~ + (h~ + h~)h2] 
x (!'YJ-ih~ + 3'YJih~h2 + 'YJfh~'h=) 
+ [-!(h3 + h6)h2 + (h~ + h~)h2] 
x (!'YJih~ + 3'YJfh~h2 + 'f}th~'h=). (B9) 

The investigation of J1 == 0 now breaks up into two 
cases: 

{ 

!(h, + h7)h2 + (h~ + h;)h2 = 0, 

Case I -!(h3 + h6)h2 + (h~ + h~)h2 = 0, 

or 

(h3 + h6)(h~ + h~) + (h, + h7)(h~ + h~) = 0 

(B10) 

Case II 4 I 2 1 2 I '(B11) 
{
'3N + 3~h h" + (~h )2h'" = 0 

!h~ + 3'f}h2h~ + ('f}h2)2h~' = O. 

Equations (BI0) are easily integrated to obtain, for 
Case I, 

h2(h, + h7)2 = const, 

h;1(h3 + h6)2 = const for h2 =;f: 0, (B12) 

(h3 + h6)(h, + h7) = const. 

The relations (BI2) are clearly sufficient to guarantee 
the vanishing of J1 as given by (B7). Equations (B11) 
can also be easily integrated to obtain 

h1[~h2W] = C1[~h2W]! + C2[~h2(0]-i + C3 , 

h5['f}h2W] = C,['f}h2a)]i + C5[~h2(0]-i + C6. 

(B13) 
The use of (B13) in (B7) yields 

J1 = [!(h, + h7)h2 + (h~ + h;)h2H!(Cl + C,)h;i] 

+ [-!(h3 + h6)h2 + (h~ + h~)h2] 
x [!(C2 + Cs)h;f] 

+ H(hs + h6)(h~ + h;) + (h, + h7)(h~ + h~)]. 
Integrating, we find that J1 = 0 if 

(C1 + CJ(h, + h7)ht + (C2 + CS)(h3 + h6)h;! 

+ (h3 + he)(h, + h7) = const. (B14) 

The cases where J == 0 because either at == 0 or 
f3 == 0 have already been included in (B4) and (B6) as 
special cases: at == 0 if hI = h5 = 0 and h, = -h7; 
f3 == 0 if hI = h6 = 0 and ha = -he. The case where 
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J is infinite because I)( + f3~ == 0 or I)( + f3'fj == 0 has 
also been included, since either of these factors can 
vanish identically only if I)( == 0 and f3 == O. 

APPENDIX C: POISSON BRACKETS AMONG 
PHYSICAL VARIABLES 

The computation of Poisson brackets involving 
physical coordinates can be simplified by using Eqs. 
(21), (73a), (7S), and (78) to write 

Xi = H-l(K + Pt + k i ), (Cl) 

where kl , kj! are defined by (I 13). It now follows from 
(CI) (and the fact that H, P, and K generate respec­
tively the infinitesimal space, time, and Lorentz 
transformations) that, for any function w, 

[Xi' J:V] = H-I{xiLcTTW - tLSTW - LLTW + [ki , wH· 

(C2) 

The use of (C2), (2Sa), (32), (34), (3S), (37), (64), (67), 
(68), (73a), and (lIS) now yields 

[Xl ,X2J = H-1xdvl + Vz) 

+ H-2(Af3 - BI)( + [kl' k2])' (C3) 

[Xl' vtJ = 2H-1(cJ> + ~)-2(2cJ>~ - cJ>[kl'~] + ~[kl' cJ>l), 
(C4) 

[Xl'V2] = H-I{X12a2 + 2(cJ> + 'fj)-2(2cJ>'1] - cJ>[kl''fj] 

+ t][k1 , cJ>])}, (CS) 

[X2' VI] = H-I
{ -X12al + 2(cJ> + ~)-2(2cJ>~ - cJ>[k2'~] 

+ ~[k2' cJ>])}, (C6) 

[X2,V21 = 2H-I (cJ> +t])-2(2cJ>'1] -cJ>[k2 ,t]1 +t][k2,cJ>]), 

(C7) 

[VI' v21 = 4( cJ> + ~)-2( cJ> + 1] )-2cJ>( - ~[cJ>, t]] 

+ t][cJ>, ~1 + cJ>[~, t]]). (CS) 

The Poisson brackets which appear on the right-hand 
sides of (C3)-(CS) require for their computation a 
knowledge of the brackets [~, 1]] = [Y2, Y3], [~, ~] = 
[Y2,Y4], and [t],~] = [Y3,Y4]; by using the relation 
(75) and the generators, we have avoided the need 
to compute [Yl, Yi) explicitly. The needed brackets 
can be computed by inverting the matrix of the rij 
[see Sec. IA and Eq. (7S) of CF]; the result is 

[~, 'fj] = -r14/r, 
[~, ~] = r 13/r, 
['fj, '1 = -r12/r, 

(C9) 

where r == -r12r 34 + r13r 24 - r14r 23 . Explicit 
computation, using (2Sa) , (32), (34), (73), (96), 

(lOIb), (102), and (107) yields 

r = -lp-1cJ>-i(cJ> + ~)(cJ> + 1])(:~) 

X (02g) (d(AB») (ClO) 
0t]2 d, ' 

[~, 1]] = (cJ> + ~)-1(cJ> + '1]rI(~~r 

X (~;rl (0(:~B)r{2cJ>[ - f3et) 
+ I)((~~) ] + HcJ>t[ (~~) - cJ>(~) ]}, 

(Cll) 

[~, ~1 = HcJ>f(cJ> + ~)-l(~~r (O~t)r, (CI2) 

[t] '1 = _HcJ>f(cJ> + t])_1(02g)-1(0(AB»)-1. (C13) 
, 01]2 0' 

The Poisson brackets on the right-hand side of 
Eqs. (C3)-(CS) can now be computed via the pre­
scription 

[u, v] = ~ (~U) (!V,) [Yi' Yi]' 
t,i uy, uY I 

The results, when inserted in (C3)-(CS), yield (114). 

APPENDIX D: THE SOLUTION OF 
EQUATION (139) 

We begin by finding an intermediate integral of the 
system (139). To do this, we look for a constant of 
the motion W which will satisfy 

LTTW = LSTw = LLTw = O. (Dl) 

It is obvious from Eq. (13S) that t'l + V2 is conserved. 
From Eqs. (67) and (69) of CF, 

LLT[Hvi + V2)] = -1 + [l(vi + V2)]2. (D2) 

Quite generally, LLTcJ> = -2cJ>. Hence, we can try 

W = cJ>[1 - teVI + v2)]/[1 + HVI + V2)]' (D3) 

If we use (28a) and (3S) in (D3), we find 

W = (t] + ~)I)( + 2t]~f3 . (D4) 
('Y} + ~){3 + 2it. 

By the use of (139), it follows that awlo~ = aw/a'fj = O. 
Hence, w is an intermediate integral of the system 
(139), depending only on ,. The use of (32) and (34) 
in (D4) yields 

(2w - 1] - ~)(f + g) + (t] - ~>[(w - ~)(~) 

- (w - t])(~) ] = O. (D5) 



                                                                                                                                    

INSTANTANEOUS INTERACTION RELATIVISTIC DYNAMICS 1937 

It follows from operating on (DS) with ()2la~a'YJ that 

(w _ ~)(a2f) _ 2(af ) 
a~2 a~ 

= -(w _ 'YJ)(a
2g

) + 2(a
g
). 

a'YJ2 a'YJ 

The variables ~ and 'YJ are now separated in 
The usual separation of variables argument 
leads to 

j(~) = ~hW + j2W + jaW[~ - W(0]-I, 
g('YJ) = -'YJjlW + g2W + gaW['YJ - WW]-I. 

(D6) 

(D6). 
now 

(D7) 

Here jlW is the separation constant. If (C7) is re­
introduced into (CS), we find that g2 = -h and 
ga = -fa. The result (140) follows. 
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The Green's function for the nonlocal wave equation in a semi-infinite medium is calculated using the 
Wiener-Hopf technique and shown to be given by an integral whose integrand contains only the source­
free solution of that same equation. 

1. INTRODUCTION AND SUMMARY 

The equation 

d
2

e(x) + (X2e(X) + ('XJ K(lx _ x'l)e(x') dx' = 0, 
dx2 Jo 

x> 0, (Lla) 
with 

by either of the two equivalent forms 

G(x, xo) = - L:l:°e(s)e(s + x - xo) ds (1.3a) 

= {Xle(S + x)e(s + xo) ds + Go(x - xo), 

(1.3b) 

e (x = 0) = 1, 

e(x-- (0) = 0, 
(Llb) where Go(x - xo) is the Green's function for the 
(l.1c) infinite medium, i.e., where 

appears in several branches of mathematical physics, 
among them: 

(a) electromagnetic wave propagation through a 
bounded medium wherein the relation between the 
electric current and the field driving it is nonlocal, l and 

(b) electromagnetic or acoustic wave propagation 
through a bounded, homogeneous, random medium.2•s 

The equation can be solved in principle by a variety 
of means, among them, the Wiener-Hopf technique,' 
the method of singular eigenfunctions,5 and perhaps 
by some of the other techniques which have been 
especially developed for handling related problems 
which arise in neutron transport theory.6 In what 
follows, we assume that the solution to (1.1) is avail­
able, either in numerical or analytic form, as a result 
of carrying through the details of one or another of 
the possible methods of solution. 

Our concern here is with the Green's function of 
Eq. (1.1), a quantity which arises naturally in the 
study of perturbations of that equation. More pre­
cisely, the Green's function for Eq. (1.1) is the solution 
of 

d
2
G(x, xo) + (X2G(X, xo) + (<XlK(lx - x'I)G(x', xo)dx' 
dx2 Jo 

= 6(x - xo), x > 0, (1.2a) 
with 

d
2
GO(x - xo) + 2G ( ) 2 (X 0 X - xo 

dx 

+ L: K(lx - x'I)Go(x' - xo) dx' 

= !5(x - xo), (1.4a) 

Go(x, xo) = ° as x -- ± 00, (l.4b) 

and where e(x) is taken as identically zero for negative 
values of the argument. The result is a general one; 
the only restriction is that the kernel K decay expo­
nentially at large distances, so that the Wiener-Hopf 
method can be used. 

2. FOURIER TRANSFORM OF THE GREEN'S 
FUNCTION 

Equation (1.3) defines the Green's function only for 
x and xo greater than, or equal to, zero. We consider 
Xo to be positive, and we define 

G (x < 0, xo) == 0. (2.1) 

Because of (2.1), Eq. (1.3) is not satisfied for x < ° 
but, according to the standard Wiener-Hopf pro­
cedure, the following equation is true for all x: 

d
2

G;X; xo) + (X2G(X, xo) +j+<XlK(X - x')G(x', xo) dx' 
x -<Xl 

G (x = 0, xo) = 0, 

G (x = 00, xo) = 0. 

(1.2b) where 
= !5(x - xo) + g(x, xo), (2.2) 

(1.2c) 

In this paper, we solve (1.2) using the Wiener-Hopf 
method and show that the Green's function G is given 

g(x, xo) == 0, x ~ 0, (2.3a) 

== L: K(x - x')G(x', xo) dx', x < 0. (2.3b) 

1938 
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The Fourier transform of Eq. (2.2) is to be taken. We 
define 

G(k, xo) == L: G(x, xo)e-ik<l: dx, (2.4a) 

g(k, xo) == L: g(x, xo)e-ik:t dx, (2.4b) 

V(k) == L: K(lxl)e-ik:t dx. (2.4c) 

We assumed that the kernel K(lxl) has a spatial range 
of L, i.e., that at large distances K '" e-I<l:IIL. It is 
convenient to take L as the unit of length. Having 
done so, the function V(k) is analytic in the strip 
-1 < 1m k < + 1. The definitions (2.1) and (2.3) 
guarantee that G(k, xo) is analytic for 1m k < ° and 
that g(k, xo) is analytic for -1 < 1m k. Hence, for 
-1 < 1m k < 0, the Fourier transform of each term 
in (2.2) is analytic and the transform of the equation 
may be taken, yielding 

theorem to write 

'YJ < 1m k < 0, (2.8) 

== h+(k, xo) - h-(k, xo). (2.9) 

An argument for neglecting the contribution from the 
ends of the strip is given in Ref. 7 (p. 988). 

The two functions h+ and h- defined in this way have 
the following properties: h+ is analytic for 1m k > - 'YJ 
and has Ilk behavior at infinity, and h- is analytic for 
1m k < O. Hence, if we rewrite (2.7) as 

J-(k)G(k, xo) - h-(k, xo) 

= -J+(k) [g(k, xo) + ikG(O, xo) + G'(O, xo)] 

- h+(k, xo), (2.10) 

- [k2 
- (1.2 - V(k)]G(k, xo) then the standard Wiener-Hopf analyticity arguments 

= g(k, xo) + ikG(O, xo) + G'(O, xo) + e-ibo, (2.5) apply and we conclude that each side of (2.10) must 

where 

G'(O, xo) == [dG(X, xo)] . 
dx :t=0 

At this stage, we perform a Wiener-Hopf factoriza­
tion; that is, we assert that we have a pair of functions 
J+(k) and J-(k) with the following five properties: 

J-(k)If+(k) = k 2 - (1.2 - V(k) , 

-1 ~ - 'YJ < 1m k < 'YJ ~ 1, (2.6a) 

J-(k) is analytic for 1m k < 'YJ, (2.6b) 

J+(k) is analytic for -'YJ < 1m k, (2.6c) 

J+(k) has no zeros for -'YJ < Imk, (2.6d) 

the growth ofJ+(k) and J-(k) , as k -- 00, in the 
strip -'YJ < 1m k < 'YJ is algebraic, not ex-
ponential. (2.6e) 

The quantity 'YJ appearing in (2.6a) is chosen small 
enough so that the equation k 2 

- (1.2 - V(k) = 0 has 
no roots in the strip - 'YJ < 1m k < 'YJ. It can be 
arbitrarily small, if necessary; its use is a convenience, 
not a necessity, in formulating the factorization. We 
exhibitJ+(k) andJ-(k) later. For now, we use (2.6a) 
to rewrite (2.5) as 

J-(k)G(k, xo) 

= -j+(k)[g(k, xo) + ikG(O, xo) + G'(O, xo)] 

- J+(k)e-ik:to• (2.7) 

Consider the last term in (2.7): Since it is analytic in 
the strip -'Y} < 1m k < 0, we can use Cauchy's 

be equal to some polynomial in k. We write this as 

M 

P(k, xo) == I An(xo)kn 
N=O 

and, solving for G, we have 

(2.11) 

We turn now to the actual Wiener-Hopf factoriza­
tion: Since K(lxl) is an even function of x, the trans­
form V(k) is an even function of k and all singularities 
occur in pairs, at ±k. Assume that there is at least one 
pair of branch points at k = ±fJ. (If there are no 
branch points, the problem is trivial and can be done 
almost by inspection.) The function 

Q(k) == [k2 - (1.2 - V(k)]/(k2 - fJ2) (2.13) 

is an even function of k which goes to unity as k _ 
± 00, and is analytic and free from zeros in the strip 
-'YJ < 1m k < 'YJ. Hence, again using Cauchy's theo­
rem for k within the strip, 

In Q(k) = ~ foo-i'l In Q(z) dz 
2m -oo-i'l Z - k 

_2....1oo+i
" In Q(z) dz 

2'm -oo+i" Z - k 
(2. 14a) 

= S+(k) - S-(k). (2. 14b) 

The analytic properties here are that s+ is analytic for 
-'YJ < 1m k and has 11k behavior at infinity. S- is 
analytic for 1m k < 'YJ and it, too, has analytic be­
havior at infinity. 
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Recombining (2.13) and (2.15), we have that Q(z) is an even function of z, that 

k2 _ 0(2 _ V(k) = (k2 - (12)~+(kJ-S-(kJ. (2.15) 

The analytic properties demanded by (2.6) are satis­
fied by 

r(k) = (k2 - (J2)e-S-Uc), 

f+(k) = e-S+(kJ. 
(2.16a) 

(2.16b) 

The procedure we have used to arrive at (2.16) and at 
(2.12) is virtually identical with that described in t~e 
text by Morse and Feshbach,7 to which the reader IS 
referred for greater detail on the arguments we have 
sketched above. 

To proceed further than this, we combine (2.16) and 
(2.12), obtaining 

G(k, xo) = [P(k, xo) + h-(k, xo)]eS-(kJ l(k2 - (12). 

(2.17) 

Note that the initial condition (1.2b) demands that 
G(k, xo) behave like IIk2 as k -+ 00 rather than the 
usual l/k behavior which Fourier transforms usually 
exhibit. This requirement, in connection with (2.17), 
limits P to be a polynomial of zero order, i.e., 

P(k, xo) = Ao(xo). 

The single constant Ao may be fi~ed by noting that ~, 
as given by (2.17), seems to be smgular at k = -(1.m 
the lower half-plane, contrary to what we know ItS 
analytic properties to be. By taking 

Ao(xo) = -h-(-(1, xo), 

we remove the singularity which would otherwise 
appear. Hence, the Fourier transform of the Green's 
function is given by 

G(k, xo) = [h-(k, xo) - h-( -(1, xo)]eS-(kJ /(k2 - (12), 

1m (1 > 0. (2.18) 

Consider h-: From (2.8), (2.9), and (2.16b), we have 

1 foo exp [-S+(z) - izxo] d (2.19) h-(k x) = - z. 
'0 27Ti -00 z - k 

Hence, 

h-(k, xo) - h( -fl, x o) 

k 2 - (12 
= _1 __ 1_ foo dz exp [S+(z) - izxo] , 

k - (127Ti -00 (z - k)(z + (1) 

or, on replacing z by - z in the integral, 

= _1 __ 1_ foo dz exp [-S+( -z) + izxol. (2.20) 
k - (127Ti -00 (z + k)(z - (1) 

However, it is evident, from Eqs. (2.14) and the fact 

s+( -z) = -s-(z). (2.21) 

Hence, (2.18) takes the form 

G(k, xo) 

= (_1 foo dz exp [S-(z) + izxoJ) (exp [S-(k)]) , 
27Ti -00 (z + k)(z - (1) k - (1 

-'f) < 1m k < 0. (2.22) 

We shall need to evaluate (2.22) with k in the upper 
half-plane. Letting k go through the contour of the 
z integration gives us an extra contribution from the 
z integral, namely, -exp [S-( -k) - ikxo]/(k + (1) 
or, using (2.21), -exp [-S+(k) - ikxo]/(k + (1). This 
extra piece, inserted in (2.22), adds the following term 
to G(k, xo): 

-exp [-S+(k) - ikxo + S-(k)]/(k2 - (12) 

= _e-ikXo/[k2 _ 0(2 - V(k)]. (2.23) 

The equality here follows by use of (2.15). This gives 
us the continuation of (2.22) to the upper half k 
plane, namely, 

G(k, xo) 

= (_1 foo dz exp [S-(z) + iZXO]) (exp [S-(k)J) 
27Ti -00 (z + k)(z - (1) k - (1 

e-ikXo 
---=----. 1m k > 0. (2.24) 
k2 _ 0(2 - V(k) 

3. FOURIER TRANSFORM OF THE SOURCE­
FREE SOLUTION 

Equation (1.1) may also be solved by the Wiener­
Hopf method. As before, the solution is defined for 
negative argument by choosing 

e(x) == 0, x < O. (3.1) 

Fourier transforms are introduced, 

e(k) == L:e(x)e-ikX dx, (3.2) 

and the entire procedure goes through as before. This 
time, however, there is no inhomogeneous term in the 
integral equation, no e-ik.,o in the transformed equa­
tion, and no h±(k) appears. Instead of (2.17), one 
obtains 

e(k) = P(k) exp [S-(k)]/(k2 - (12). (3.3) 

Since e(k) is the Fourier transform of a quantity with 
a finite value at x = 0, its behavior is like Ilk at 
infinity, and the polynomial P(k) appearing in (3.3) 
must be of first order 

P(k) = Ao + Alk = AI(k + Ao/AI)' 
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As before, E(k) has a singularity in the lower half­
plane at k = -(J, in contradiction to the known 
analytic behavior following from (3.1) and (3.2). We 
remove this singularity by taking Ao/At = p. Finally, 
the value of At is fixed by the condition (Ub), which 

results in 

lim E(k) = -!- . 
k"'oo lk 

Thus, 
E(k) = - i exp [S-(k)]/(k - (J). (3.4) 

4. RELATION BETWEEN THE GREEN'S 
FUNCTION AND THE SOURCE-FREE 

SOLUTION 

We insert (3.4) into (2.24) and take the Fourier in­
verse of (2.4a): 

G(x, xo) = ~ JdkeikXE(k) . .l foo dzE(z)i
ZXO 

27T 27T -00 Z + k 

__ 1 J dkeik(x-xo) . 

27T k2
• rx2 + V(k) 

(4.1) 

Note that, for 1m (z + k) > 0, 

_i_ = roodseiS(k+Z). 
z + k Jo 

Hence, the first term in (4.1) is 

f"dS(2
1
7T f dkE(k)eik(X+8») (:7T f dZE(z)eiZ(Xo+S») 

= 100 

dse(x + s)e(xo + s). (4.2) 

JOURNAL OF MATHEMATICAL PHYSICS 

The second term in (4.1) is obviously the infinite­
medium Green's function, i.e., the solution to (1.4). 
We have, therefore, 

G(x, xo) = 1OOdSe(S + x)e(s + xo) + GoClx - xo!) 

(4.3) 

which is the proof of (Ub). Setting x = ° above, 
using the boundary condition (1.2a), and replacing 
Xo by x - Xo in (4.3) gives 

o = LX) dse(s)e(s + x - Xo) + Go(lx - xo/)' (4.4) 

Changing the variable of integration from s to s + Xo 
in (4.3) and subtracting (4.4) from that gives 

G(x, xo) = - 1xodse(s)e(s + x - xo), 

which is the proof of (1.3a). 
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The technique of an iterative expansion in terms of the 2-body solution used in V-2IJ sector of the 
Lee model has been extended to the general higher sector, i.e., V-nO sector with n > 2 so that S matrices 
for the general cases of scattering (n - 1)0 particles off the (VIJ) bound state can be calculated. Again, as 
in V-20 sector, each term of the expansion preserves the properties of the (VO) bound state, the analytic 
structure, and symmetries of the T functions. 

I. INTRODUCTION 
In the previous paper,l we solved the T functions in 

the V-2() sector of the Lee model by an iterative 
expansion in terms of the known V-() interaction, in 
other words, the known 2-body solution. The results 
of the T functions led to the Smatrices for the processes 
of scattering a 0 particle off the (VO) bound state, also 
for the processes involving 3-body problems. 

The purpose of this paper is to illustrate that we can 
extend this iterative expansion technique to the general 
higher sector, i.e., V-nO sector, with n > 2 of the Lee 
model. The reason that this can be done is essentially 
due to the assumption that there is no interaction 
among the () particles in the Lee model. With the 
solutions of the T functions, we can calculate the 
amplitudes of scattering (n - 1)() particles off the (VO) 
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bound state in both elastic and inelastic cases and the 
amplitudes for the many-body processes, namely, 
V-nO, N - (n + 1)0 elastic scatterings, and V-nO-­
N - (n + 1)0 production in the general V-nO sector. 

Just as in Ref. 1, the iterative expansion which we 
shall construct in the following sections is such that 
each term in the series preserves the properties of the 
(VO) bound state and the analytic structures and sym­
metries of the l' function. 

The outline of this paper is as follows: In Sec. II we 
derive the equations for the l' functions in the V-nO 
sector. The solution of the l' function is given in Sec. 
III. We solve the l' functions by expanding the integral 
equations into a series. We then obtain soluble integral 
equations for each term of the series. This com­
pletely determines all the processes in the V-nO sector. 
In Sec. IV we calculate to the first few terms for the 
S matrices 

V + nO -- V + nO, 
V + nO -- N + (n + 1)0, 
N + (n + l)O -- N + (n + 1)0. 

The bound-state scattering processes 

(VO) + (n - 1)0 -- (Ve.) + (n - 1)0, 

(VO) + (n - 1)0 -- V + nO, 
(VO) + (n - 1)0 -- N + (n + 1)0 

are calculated in Sec. V. The conclusion follows in 
Sec. VI. 

II. V-nO SECTOR OF LEE MODEL 

The total renormalized Hamiltonian of Lee model 
was given in Ref. 1. The states in the V-nO sector are 
eigenstates of the operators Ql and Q2 and are charac­
terized by the eigenvalues ql = 1 and q2 = n + 1. 
Consequently, this sector is completely determined by 
the following four l' functions 

,n+l(t· W W .,. W ) 
l' ,1, 2, '2n 

2n (2)1 (n 2n) 
= II ~ (01 T V'v(t) II ak..(t)V't(O) II atlO) 10), 

i~1 u( Wi) ",=1 p=n+l 
(la) 

1'4nH( t; WI , W2' •.• , W2n+1) 

2n+1(2w)1 (n+l 2n+l) = II _i_ (01 T V'N(t) II ak",(t)"Pt(O) II atp(O) 10), 
i=1 U(W.) ",=1 p=n+2 

• (lb) 
1""+3(t; WI, W2,"', W2,,+1) 

2"+1(2)1 (" 2"+1) 
= II ~ (01 T V'V(t) II ak",(t)V'tcO) II atlO) 10), 

i-I U(Wi ) .. =1 p=n+l 
(tC) 

1""H(t; WI, W2, ••• , W2nH) 

2"H(2)1 (n+l 2n+2) 
= 11 ~ (01 T V'N(t) IIak .. (t)"P,t(O) II a~(O) 10). 

i-I U(W.) .. =1 p=n+2 
• (ld) 

By using field equations and commutation rules 
listed in Eqs. (5) and (4) of Ref. 1, we get the 
Matthews-Salam equations 

(2b) 

1- - m - ,L Wi l' (t, WI, ••• ,W2n+1) 
(

. d 2n+1 ) 4n+3 • 

dt i=n+1 

- g[1'4n+1(t· W ... W W ... W ) - , l' 'n , n+2' '2n+l 

+ 1'
4n

+
1
(t; WI"'" Wn , Wn+l, Wn+3 ,"', W2n+1) 

+ ... + ~4n+l(t· W ••• W W • •• W )] 
, ,1 , 'n , n+l , ,2n' 

(2c) 
and 

(2d) 
where 

g2 U2(W) 
mO = m + ~m, ~m = - ,L --2 ' 

Z k 2w 

and ,LPn ~;. , introduced in Ref. 1, is the summation of 
the ~ functions where Pfi means the permutations 
between final and initial states and the superscript 11 

represents the number of incoming (outgoing) 0 par­
ticles. 

Just as for the V-20 sector, the l' functions are sym­
metric under the interchange of 0 particles in initial or 
final state; 

1'4n+l(t; WI' ••. , W2n) 

= 1'4n+1(t; W2 , WI' Wa,' •• , W2n) = ... 

= 1'4n+1(t; WI"" , Wn , Wn+2 , Wn+l' Wn+a,'" , W2n) 

(3a) 
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and 
74n+2(t; WI' ••• , W2n+1) 

= 7 4n+2(t; W2 , WI' Ws,"', W2n+1) = '" 
- 7 4n+2(t· W ••• W W W - , 1, , n' n+2, n+l, 

Wn+S" •• , W 2n+1) = .. '. (3b) 

Similar symmetric relations exist for 7 411+S and 7 4nH• 

Furthermore, we will see again in the next section 
that 7 4n+1 is also symmetric under the interchange of 
initial and final states, i.e., 

7 4n+1(t· W ••• W W • •• W ) , 1 , 'n , n+1 , '2n 

= 7 4n+1(t; wn+1"", W2n , WI"", wn). (4) 

From Eqs. (2b) and (2c) together, by using relation 
(4), we get 

7 411+2(t; WI' ••• , W2n+1) 

- -r4n+3(t· W '" W ) (5) - , 1, , 2n+l' 

The Fourier transform of these 7 functions satisfy 
the following equations: 

(
w - mo - .i Wi)f4n+l(W; WI' ••. , W2n) 

.=1 

= !. IT ;W; ! d;i 
Z ;=1 U (Wi)Pli 

g ~ U2
(W) A4nH(W' ) + - ~-- 7 , W, WI"'" W2n, 

Z k 2w (6a) 

(W - m -~fWi)f4n+2(W; Wl,"',W2n+1) 

= g[f6n+l(W; W2, WS, .•. , Wn+l, Wn+2, ••• , W2n+1) 

+ f4n+1(W' W W ... W W . •. W ) + ... , 1, S, , n+l , n+2 , , 2n+l 

+ f4n+1( W· W W ... W • W . •• W )) (6b) 
, 1 , 2 , 'n' n+2' '2n+l' 

(
w - m - 2Il Wi )f4n+3(W; WI.···' W2n+1) 

i=n+l 
- g[f4n+1(W· W • •. W W W . •• W ) - , 1 • , n • n+2, n+S, • 2n+l 

+ f4n+l(W· W ... W W W ... W ) + ... , 1, , n , 11+1, n+S, , 211+1 

+ f4n+l(W· W '" W W W • •• W)) (6c) , 1 , 'n , n+l , n+2' ,2n' 

( w - m - ~fW;)f4nH(W; WI,"', W211H) 
.=1 

n+l 2 
= rr~!d;r 

i-I U (Wi) PI' 

+ g[f4n+3(W; W2, WS.· .• , Wn+1' WnH" •• , W211+2) 

+ f4n+S(w· W W .•. W W • .• W ) + ... , 1 , S, , 11+1 , n+2 • , 2n+2 

+ f411+3(W; WI, W2," ., Wn , WnH" •• , W2n+2)), (6d) 
where 

f"(W; WI' W2, ••• ) = -if'" dteiWt7"(t; WI, W2 • .• '). 
-00 

Substituting Eq. (6b) into Eq. (6a), we get 

h(W - iWi)f4n+l(W + m;Wl,"',W2n) .-1 

(7) 

= rrn 2w; ~ dn. 1. f'" dw 1m hew) 
2 ~ " + n 

;=1 U (Wi)p" 7T Il (W ~) 
- W - ~ Wi 

i-I 

X [f4n+l(w + m; w, W2,' •• , W2n) 

+ f4n+1(W + m; w, WI' WS' .•. , W2n) + ... 
+ f4n+1(W + m; w, WI, W2.···' Wn-l, Wn+1"", W2n)), 

where 

Let us define 

N-(W; WI, ..•• W2n) 

== N(W; WI - iE, W2 , .•. , W2n) 

(8) 

= - \ IT ;Wi h(W - ! Wi) ~ d7i 
g ;=1 U (Wi) i=n+l P" 

+ \h(w-.iwi)h(W-.! Wi) 
g .=1 .=n+l 

X f4n+1(W + m; WI," " W2n)' (10) 

After substituting Eq. (10) into Eq. (8) and con­
tinuing WI into the complex ZI plane, we get 

N( W; ZI , W2, •.. , W2n) 

( 

n 2) ~ d7i 
= IT U2~;) (w P/i:W,*Wl ~ ) 

. - ZI - ~ Wi 
i=1I+l 

+ (IT 2Wi) PJjwt,,, wz
O
;, 

;=I:i*2U
2
(Wi) (W ~) 

-W2 - ~ Wi 
i=n+l 

(

"-1 2w. ) .! 157; + II --'- P,,'WI"Wn 

;=1 U

2

(Wi
) (W - Wn -.! Wi) 

.=11+1 

+ 1. LX) dw 1m hew) 
7T Il (w - W - ZI - .i Wi) 

.=2 

X C:(:::'~;i~r 

+ ... 



                                                                                                                                    

1944 T.-H. LIU AND R. L. ZIMMERMAN 

We can simplify Eq. (11) by noticing that 

f4n-'-I(W + m; WI"'" W2n) 

is symmetric under the interchange of the pairs )1'1 with 
Wi where i = 2,3, ... , n. By Eq. (10), we see that the 
function N-(W; WI' ... , w2n ) has the same symmetry 
properties, so that we can write Eq. (11) as 

N-(W; WI"'" W2n) 

= F-( W; WI , W2 , ... , W2n) 

+ F-(W; W2, WI , W3' ... , W2n) + .. , 
+ F-(W; Wn , W2, W3" .. , Wn-l, WI' Wn+1 , .. " W2,,), 

(12) 

and 

F-(W; WI' .•. , W2n) == F(W; WI - iE, W2 , ..• , W2n) 

= lim F(W; ZI, W 2 , ••. , W 2,,)· 
Zl ...... Wl-if 

Substituting Eq. (12) into Eq. (13), we get the singu­
lar integral equation for F(W; ZI, W 2 ,'" , w2n) as 

F(W; ZI' W2,' . " W2n) 

~ (tI u~~:,)) (w P"~'W; ) 
- ZI - Wi 

;=n+l 

+! r dw 1m hCW)':CTr' , W,"; ) 
7T I' (w - W - ZI - i~ Wi h W - W - i~ Wi 

1 fGO dw 1m hew) 

+- n ) ( ") 7T I' (w - W - ZI - L Wi h W - W - L Wi 
,=2 .=2 

X [F-(W; W2, W, W3 , ... , W2n) 

+ F-(W;w3 ,W2 ,W,W4 ,"',W2n) + .,. 
+ F-(W; Wn , W2 , .,. , Wn-l, W, Wn+1' .. " »'2,,)]. 

(14) 

We can consider F( W; ZI' W2' ••. , w2n) as a func­
tion of variable ZI for fixed W, W 2 , ••• , W 2n • It has n! 
poles at 

ZI = (w - I Wi + iE) I 07i 
i=n+l P/i;W{=F WI 

and a branch cut along the real axis from - 00 to 
(W - fl - Lf=2 Wi) (cf. Fig. 1). 

W-fL-l.W . 
i=2 1 

f f i __ m_ f 
2n n 

(W-:l. wi'l. 8fi 
l=n+1 Pfi , W '1<w 

• f 1 

FIG. I. Analytic structure of the function F(W; z,. W2' ••• , Win) in 
the complex Z, plane with the assumption that WI < It. 

We are going to solve F( W; ZI' W 2 , ••• , w2n) in the 
next section by constructing an iterative solution. 
After we get F-(W; WI, W2, •.• , w 2n) then by inter­
changing the pairs WI with Wi where i = 2, 3, ... , n, 
we get F-( W; W2, WI' .•• , W2n), etc. Sum all these 
F's up and we have the whole solution for N-( W; 
WI' ••. , w 2n), i.e., f4n+1(W + m; WI' ••• , w2n). Since 
from Eq. (6) we know all the f4n+2(_), f4n+3(_), and 
f4n+4(_) can be written in terms of f 4n+1(-), the 
solution of F-( W; WI' W 2 , ••• , w2n) solves the entire 
V-nO sector. 

III. SOLUTION OF THE INTEGRAL EQUATION 

In the last section, we derived an integral equation 
for the function F( W; ZI' W 2 , ••• , w2n). It is too 
complicated for an exact solution, so we are going 
to construct an iterative method in a completely 
analogous way as we did in the V-20 sector. 1 Again, it 
is required that each term of this expansion must 
preserve: (a) the properties of the bound state, (b) the 
analytic structure of F(W; ZI' W2,'" , w2n), and (c) 
the symmetry properties. 

Let us now start from introducing a It in front of the 
last term of Eq. (14) so that we get 

F(W; ZI' W2,"', w2n) 

~ (tI U;~,)) (w p,,~,".6~ ) 
- ZI - Wi 

i=2 

+ 1 r dWlmhCW)':CT't"'W'":) 
7T I' (w - W - ZI - i~ Wi h W - W - i~ Wi 

AI'" dwlmh(w) 

+- n ) ( n) 
7T I' (w-W- ZI-LWi h W-W-.Lw; 

.=2 .~2 

x [F-(W; W2, W, W3 , •.. , W2n) 

+ F-(W; W3 , W2' W, W4, .•. , W2n) + ... 
+ F-(W; Wn ' W2,"', W2n)] (15) 

and, expressing F as a power series in It, i.e., 
00 

F(W; ZI, W2, ... , W2n) = L AIFI(W; ZI, ..• , W2n)' 
1=0 

(16) 
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Substituting Eq. (16) into Eq. (15) and equating 
terms of the same order in A, we get 

Fo(W; Z1, W2, ... , w2n) 

(
,. 2) L ~ii 

= IT U2~i) (w pfj;Wt*Wl~ ) 

- Z1 - k Wi 
i=n+1 

1 fro dw 1m h(w)F(j(W; w, W2,' .. , W2n) 

+- n ) ( n) 
1T JL (w - W - Z1 - .L Wi h W - W - .L Wi ' 

,=2 ,=2 
(17) 

x [FI(W; w, W2, ... , W2n) 

+ F(j(W;W2,W,W3,"',W2n) 

+ F(j(W; W3, W2, W, W4"", W2n) + '" 
+ F(j(W; Wn , W, W3," . , Wn-1, W, Wn+l," ., W2n)], 

(18) 

FI(W; Z1, ... , W2n) 

= 1. fOO dwlmh(w) 

1T JL (W-W-Z1- . .iWi)h(W-w- . .iWi) 
,=2 ,=2 

x [FI(W; w, W2, ... , W2n) 

+ Fi=.1(W; W2' W, •.• , W2n) + ... 
+ Fi=.1(W; w,., W2,' ", Wn-1, W, Wn+l" .. ,W2n)]' 

(19) 
At the end of the calculation, we set A = 1 and then 

Eq. (15) goes back to the original equation (14). 
From Eqs. (17)-(19), let us check the following 

properties: 

(a) The properties of the bound state: In the follow­
ing calculation, we will see that, as for the V-20 
sector, each term of the series can be written in terms 
of the function U-(W; W, Wi) which has a pole at the 
mass of the (VO) bound state.2 Thus, the properties of 
the (VO) bound state are preserved by each term of the 
series. 

(b) Analytic structure: In the complex Z1 plane, 
Fo(W; Z1' W2, •.. , w2n) has n! poles at 

Z1 = (w - I Wi + ilE) L di; . 
i=n+1 PfI;Wt=W!. 

Owing to the d functions in Fo, Fl(W; Zl, .•. , w2n) 

has n! poles at the same positions. Besides, all FI's 
have branch cut along the real axis from - 00 to 
(W - ft - Lf=2 Wi)' We compare these informations 

with the analytic structure of F(W; Zl, W2, ... , w2n) 
discussed earlier and see that each term of the series 
preserves the analytic structure. 

(c) Symmetry properties: All FI(W; W1 , ••• , w2n)'s 
are symmetric under the interchange of 0 particles in 
the initial state (i.e., wi,where i = n + 1, n + 2,"', 
2n). The sums of all 

[F;-(W; Wl, W2, ... , W2n) 

+ F;-(W; W2' Wl"", W2n) + ... 
+ F;-(W; Wn, W2' ... , Wn_1, W1, wn+l' ... , W2n)] 

are symmetric under the interchange of the pairs Wl 
with Wi' where i = 2, 3,4, ... , n. Thus, we see each 
term of this series preserves the symmetry properties 
of the original 7' function 7'4n+1(_). 

By analogy with the solutions to Eq. (26)-(28) of 
Ref. 1, we can write down the solutions to Eq. (17)­
(19) here as 

= IT ;Wi ( L CJ'li) 
i=2 U (Wi) Pfi;Wt* Wi 

X U- (W - i~ Wi; W1 'i=ilW
; - ;~ Wi) 

(cf. Fig. 2), 

Fl(W; Zl, W2, ... , W2n) 

(20) 

= 1. foo dw 1m hew) u (w -:i., ) 
1T JL h ( W _ W _ i~ Wi) i=2 W., Zl' W 

X [F(j(W; W2, W, W3, ... , W2n) 

+ F(j(W;W3,W2,W,W4,"',W2n) + ... 
+ F(j(W; Wn, W2,"', Wn- l , W, Wn+l"", W2n)], 

(21) 

+ (Diagrams with permutations of 0 partic:les in initial state) 
FIG. 2. Diagrams of the first-order term Po (W; WI>"', W ... ) in the 

series expansion of P-(W; Wi" ••• w ... ). 
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and 

FlI(W; Zl, W2,"', W2n) 

-.! f" dw 1m h(w) u( wi' ) 
X u-(w - i Wi - WlI+2; W2, WlI+l) 

.=s - 7T I' h(W-W-i~Wi) -i~2Wi,ZI'W 

X [F;_I(W; W2, W, Wa,"', W2n) + (permutation of (J particles in the initial state) 

+ F;-I(W; Ws , W2' W, W,,"', W2n) + ... + (terms with W2 and Wi interchanged where 
+ F;_I(W; Wn, W2,' . " WlI-I, W, Wn+l,' ", W2n)]' 

(22) i = 3, 4, ... ,n) (23) 

Substituting Eq. (20) into Eq. (21), we get 

F1(W; WI, W2, ... , W2n) 
(cf. Fig. 3). 

= g'(IT u:~) :F~~'"~" 'i") 
- Wn+2 - Wi 

i-2 

Substituting Eq. (23) into Eq. (22), we get F2 • 

Similarly, we can get Fs and all the higher-order terms 
in the series expansion. The result of F2 is (cf. Fig. 4) 

F;(W' W ••• W ) - g2(rrll 2Wi) d d ... d 
2 ,I , '2n - . ~( ) kak,,+a k,k,,+, k"k." 

,=s U Wi 

X! r dw 1m h(w)U( W - ~ w,; z" w)u-( w - w -,~ w,; w'o wo+.) 

7T I' h(W _ W -.i Wi)h(W - W - Wn+2 -.i Wi) 
1=2 1.=3 

X U-(W - i Wi - WlI+2; W, Wn+l) + g4(iJ ;(Wi ») dk'kn+4 ••• dk"ks" 
.=S .-4 U Wi 

U-(W - i Wi; WI' Wn+s) U-(W -.t Wi - W2 - Wn+S; WS, WlI+2) 
X __ ~ ____ ~0==2~ ________ ~ __ ~ __ ~'-~4~ __________________ ~ 

h(W - Wn+S - .i Wi)h(W - Wn+2 - Wn+S - .i Wi - W2) 
,=2 ,=4 

X U-(W - Wn+2 - Wn+S - .i Wi; W2, Wn+l) 
0=4 

+ (terms with permutations of (J particles in the initial state) 
+ (terms with W2 and Wi interchanged where i. = 3,4, ... , n). (24) 

W n+3 W3 

Wnt3 W3 
W nt4 W4 Wnt4 W4 

w nt4 w 4 Wnts Ws Wn+5 Ws ----
w n+5 -Ws W2n Wn W2n Wn 

w 2n wn 

WI Wntl W2 Wn+3 WI 

w ntl w 2 

t (Diagrams of permutation in e particles of initial stage) + (Diagrams of permutations in e particles of initial state) 

+ (Diagrams with W2 and Wi interchanged where i = 3,4, .. n) + (Diagrams with W2 and Wi interchanged where i" 3,4 •.. n) 

FIG. 3. Diagrams of the second-order term FI(W; W1 • •••• wa,,)' FlO. 4. Diagrams of the third-order term FI(W; W 1 • •••• wa .. ). 
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From Eqs. (20), (23), and (24) we see that each term 
of the series can be written in terms of the function 
U-(W; w, w') which can have a pole at the (VO) 
bound state position,2 so that, indeed, the properties 
of bound state are preserved. 

+ n) ( 2n) h (w - .I Wi h W -. I Wi 
.=1 .=n+l 

X [r(W; WI, W2"", W2n) 

+ r(W; W2' WI"'" W2n) + ... 

Because the (j function corresponds to the 0 par­
ticle without interaction and because of the above 
derivation, we see that for each term the number of (j 
functions is at least equal to n - I, where 1 is the 
order of the term in the expansion. So FI for 1 < n 
will not contribute to the nonforward scattering am­
plitude. + F-(W; Wn, W2,"', Wn-l; WI' Wn+1"", W2n»). 

From Eq. (10) we have 
(25) 

Substituting Eqs. (20), (23), and (24) into Eq. (25), 
we see that the first few terms of ';4n+1 are (cf. Fig. 5) 

~ (jn 
- II i P,t + _____ -=-____ _ 

( 

n 2W) k Ii g2 

i=1 u
2
(w.) ( n) ( n) ( 2n) • h W - .I Wi h W - .I Wi h W - . I Wi 

,=1 ,::=al I=n+l 

u-(W -.I Wi - W2 - Wn+3; Wa, Wn+2)U-(W - Wn+2 - Wn+a -.I Wi; W2, Wn+1) 
1-=4 1=4 

X -~------------~-~------------~ 

h(W - Wn+2 - Wn+3 -.i Wi - W2) 
.=4 

+ (terms with permutations of 0 particles in the initial state) 

+ (terms with w, and w, inte<changed where i - 3,4, .•. ,n)] 

+ (ten .. with w, and w, inte<changed where i = 2,3, ... ,n)} (26) 
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+ + 

t (Diagrams with permutation of e particles in the initial state) 

+ (Diagrams with permutation of e particles in the final state) 

FIG. 5. Diagrams of the zeroth-, first-, secondo, and third-order 
terms in ,,4MIOV + m; WI"'" W 2n). 

From Eq. (26) we see that the key function f 4n+l in 
V-nO sector can be written in terms of the function 
U-(W; w, Wi) which represents the fundamental V-O 
interaction. By setting n = 2, we can reduce Eq. (26) 
to the result for T function in V-20 sector1 (i.e., f9). 

Again, owing to the fact that U-(W; w, Wi) = 
U-(W; Wi, w) we get the following symmetry prop­
erty which was mentioned in Sec. II: 

T"4n+l(w + m' W W ••• W ••• W ) , 1 , 2 , 'n , ,2n 

- T,,4n + 1( W + m' W • .• W W ••. w) - , 1j.+l , ,2n , 1 , 'n . 

Just as the case in V-20 sector, by this iterative ex­
pansion, we can approximate the function f 4n+l(W; 
WI, ••• , W 2n ) to an arbitrary order of the series in Eq. 
(16). Now let us write the rules for calculating to 
arbitrary order of f 4n+l(W; WI' ••• , w2n). 

Notation 

(1) A straight line --- corresponds to a V 
particle. 

(2) A wavy line~corresponds to a 0 particle. 
(3) A bubble diagram corresponds to the 

function U-(W; w, Wi). 
(4) (wn+l' W nH , ••• ,w2n) and (WI' W2 , ••• , w n) 

correspond to the energies of n incoming and outgoing 
o particles, respectively. 

Rules 

f 4n
+l is computed by drawing all generalized Feyn­

man diagrams for a Vand nO particles coming in and 
going out. This indicates that both the connected and 
disconnected diagrams are included. The diagrams 
can have at most a four-point vertex because f 4n+l is in 
terms of U-(W; w, Wi). Specially we have the follow­
ing: 

(1) We integrate over each internal wavy line with 

energy wand multiply by a factor 

fro dWU2(W)(W2 - f-t2)1 

I' 47T2 

(2) We multiply by an over-all factor 

[h(W -.f Wi)h(W -. ~ Wi)J-l 
t=1 t-n+l 

for each individual diagram. 
(3) The order of the series corresponds to the num­

ber of the bubble diagrams. We multiply by a factor 
g2 for each bubble diagram. 

(4) We multiply by a factor [2WO/U2(WO)]t5ko"i for 
each wavy line without interaction [cf. Fig. 6(a)]. 

(5) We multiply by a factor 

[ ( 
2n )J-1 h W - WI - Wj 

j=n+I;i'i'k 

[cf. Fig. 6(a)] or 

[h(W - Wk -. i Wj )]-1 
]=l;J=FZ 

[cf. Fig. 6(c)] for each internal straight line between 
two bubble diagrams. 

(6) We multiply by a factor 

u-(w - i Wj; WI' Wk) 
j=I;1*1 

for each bubble diagram with four external lines [cf. 
Fig. 6(d)]. 

(7) We multiply by a factor 

u-(w - ! Wj; WI' Wk) 
;~n+I;;*k 

[cf. Fig. 6(e)] or 

u-(w - i Wj; WI' Wk) 
1=1;1*1 

[cf. Fig. 6(f)] for each bubble diagram with one inter­
nal straight line or with a pair of external straight and 
wavy lines. 
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FIG. 6. Feynman rules correspond to (a) a wavy line without 
interaction, (b) and (c) each internal straight line between two bub­
bles, (d) each bubble diagram with four external lines, (e) and (f) 
each bubble diagram with one internal straight line or with a pair of 
external straight and wavy lines, (g) each bubble diagram with at 
least two internal straight lines. 

(8) We multiply by a factor 

u-(w - Wm - I Wi; WI' Wk) 
'=n+l 
Nn*k 

for each bubble diagram with at least two internal 
straight lines [cf. Fig. 6(g)]. 

IV. NONBOUND-STATE S-MATRIX ELEMENTS 

Using the reduction formula and asymptotic con­
ditions,a together with the definitions of the functions 
f 4nH , f 4n+2, f 4n+3, and f 4n+4 (Eq. 1). S matrices 
corresponding to the processes 

V + nfJ -+ V + nfJ, 

V + nfJ-+N + (n + l)fJ, 

N + (n + 1)fJ -+ N + (n + l)fJ 

can be written respectively as 

sVn9 
klk2' .. kn,kn+l ... k211 

= - L bfi + 2mb L Wi - L Wi 
1 n .. ( 2n n) 
n! P/i i=n+l i=1 

( I Wi - .i Wi)2 
i=n+l i=1 rr2n u( Wi) 

X ----
n! i=1 (2wi 

A4n+l(W + . )\ n X T m, WI," " W2n W=I: Wi' 

i-I 

(27) 

(28) 

(29) 

Using the result of f4nH (_) in Eq. (26), the first few 
terms of the S-matrix element in Eq. (27) are 

X _________ b~k~.k~n~+.~·_·_·_b~kn~k~2n~ ______ __ 

h(wl - w n+3)h(WI + W3 - Wn+2 - wn+S) 

X U-(w1; WI' Wn+3) 

X U-(Wn+1 + Wn+2 - W2; W3' Wn+2) 
X U-(Wn+1 ; W2 , Wn+1) 
+ (terms with permutations of fJ particles in the 

initial state) 
+ (terms with W2 and Wi interchanged where ] 

i = 3,4,' .. ,n) 
+ (terms with WI and Wi interchanged where } 

i = 2, 3, ... , n) . 

(30) 
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By using Eqs. (6b)-(6d), we can write the S matrices in Eq. (28) and (29) in terms of the functions f4n+l(_) 

+ ... + 'T"'4n+1(w + m' W W ••• W W • •• W )] 1 2n+1 
, 1 , 2 , 'n , n+2 , '2n+1 W = 1: Wj (31) 

i~n+2 

and 

Sktkl' o. k .. +l,k .. +s· ° ok."H - ! CJ'i + 21T!CJ ! Wi - ! Wi 
N(n+1)8 _ 1 n+l . (2n+2 n+1) 

(n + 1)! Pt, i-n+2 i=1 

1 2rrn+2 U(Wi) 2[""n+1( 
X --. g 'T W; W2"", wn+1' Wn+3,"', W2n+2) 

(n + 1)! i=1 (2Wi) 

+ f 4n+1(W'w ••• W W ••• W ) 
, 2 , 'n+2 , n+4 , '2n+2 

+ ... + ""n+1(w· • • • • • • )]1 n+1 'T ,W1' , Wn , w n+2 , ,w2n+1 W= 1: Wj' 

;=1 

(32) 

From Eqs. (30)-(32) we see that all the nonbound-state scattering amplitudes in V-nO sector can be written 
in terms of U-(W; w, w'), a key function in V-O sector. 

V. BOUND STATE SCATTERING IN V-nO SECTOR 

Since our iterative solutions for the 'T functions in the V-nO sector do preserve the information of the O(V) 
bound state, we can start to study the following bound-state scattering processes: 

(i) (VO) + (n - 1)0 - (VO) + (n - 1)0, 

(li) (VO) + (n<- 1)0 - V + nO, 

(iii) (VO) + (n - 1)0 - N + (n + 1)0. 

All necessary information and notations for studying bound-state scattering processes are referred to in 
Ref. 1. 

Now let us work with case (i) by using the reduction formulas and the asymptotic condition.' The corre­
sponding S matrix is 

000(,-------
X i - + mB + ! Wi , ( 

d 2n-2 ) 

dt i-n 
(33) 

where Bf?(t), mB' and ZV8 are the general field operator, mass, and renormalization constant of the (VO) 
bound state, respectively, and 

(34) 

where A and C are arbitrary C-numbers. 
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From Eqs. (1), (6), and (34) we can reduce this S matrix to 

X [f4n+I(W; WV1 ' WVt ' W2,···, Wn-I, WV1 " Wn ,···, W2n-2) 

+ f411+1(W· W W W W .•• W W W ••• W \ + ... , 2)1' ,2:)1 ' 1 , 3 , 'n-l , VI" n , ,2n-2J 

+ f4n+I(W; W
V1

' W
VI

' WI' ••• , Wn-2, WV1 " Wn , ••• , W2n-2)] 

X [f4n+l(w; WV1 ' WI' ••. , Wn-I, W
V1

" WV2 ' , Wn+l, ••• , W2n-2) 

+ f4n+I(W; WV1 ' WI, •.• , Wn-I, W
V1

" W
V1

" Wn , Wn+2 , •.• , W2n-2) + ... 
+ f4n+I(W; WV1 ' WI, ••• , Wn-I, WV1 " WV2 " Wn , Wn+I' •.• , W2n-a)] 
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From Eq. (26) we see that only the term with f 4n+l(W; Wp1 ' WI"'" Wn- 1 , W
p1

" Wn ,"', W2n- 2) will 
contribute to the S matrix. All other terms in Eq. (35) will vanish as 

n-l 2n-2 

I Wi~ 2 Wj 
;=1 j=n 

because of the factor (I~:~ Wi - I;:!:~,2 W j )2 multiplying them. So by using Eq. (26), the first few terms of this 
S matrix are (cf. Fig. 7) 

(

n-l 2 ) + II ~ bkskn+2" . bkn_lb2n-2P(mB; w1)U-(WI - wn+l + mB - m; W2 , wn)f5(mB; Wn+l) 
.=3 U (Wi) 

+ (terms with permutation of e particles in the initial state) 

+ (terms with permutation of e particles in the final state)} 

Wn WI wntl w2 

wn+1 w2 w-;;Z- W3 ---

wzn- n 
w

n
_
1 + 

wzn- z 
w

n
_
1 

+ 

B 

I 
I 

W I 
2n-2 

B 

+ 

wn WI 

>< 8 

V 

t (Diagrams with permutation of e particles in the initial state) 

+ (Diagrams with permutation of e particles in the final state) 

FIG. 7. Diagrams of S matrix for the elastic bound-state scattering 
process 

(VO) + Okn + ... + Ok2n _2 -+ (VO) + Okl + ... + Okn_l' 

(36) 
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Similarly, we can calculate the inelastic cases (ii) and (iii) of the (VO) bound-state scattering reactions. 
Leaving out the detailed calculations, we will now just write down the final results of S matrices to the 
first few terms as follows: 

(ii) (VO) + Okn + Okn+1 + ... + 0kan-a --+ V + Ok + Okl + Oka + ... + 0kn_l' 

2'T1'i U(W) 2n-2 U(Wi) (2n-2 n-l ) 
Skklka"'kn-l. kn'''kan-2 = ! x --! II --!!5 mB + I Wi - m - W - IWi 

[n! (n - I)!] (2w) i=1 (2wi ) i=n i=1 

(cf. Fig. 8), 

+ 

X {(n :(Wi))!5k2kn+l'" !5kn_lkan_2[lU-(W; W, wn)f5(mB; WI) 
<=2 U Wi 

+ :~2 LX'dW"(W,,2 - /t2)!U2(W")U-(w; w, W") 

U-( ") p(mB; W") ] 
X mB - m + Wn - W ; WI' Wn 

h(mB - m + Wn - WI - w") 
n-l 2 

+ g2 II 2(Wi) !5kakn+a ... !5kn_lk2n_aU-(w; W, Wn+1) 
i=3 U Wi 

U-( ) j5(mB; WI) 
X W + W2 - Wn+1; W2, Wn -"---'--~~:... 

hew - W n+1) 

+ (terms with permutation of 0 particles in the initial state) 

+ (terms with permutation of 0 particles in the final state)} 

Wntl W2 

Wn+2 W3 

W2n- 2 
W

n
_
1 + --------

B *v B 

~2 W3 

W nt3 W4 

W 2n-2 
W

n
_
1 

W 

B 

+ (Diagrams with permutation of e particles in the initial state) 

t (Diograms with permutation of e particles in the final state) 

Flo. 8. Diagrams of S matrix for the inelastic bound-state scattering 
process 

(VO) + Ok,. + ... + Ok2n_a ->- V + Ok + Okl + ... + Okn_l' 

(37) 
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(iii) (VO) + Ok" + ... + Ok_"_1 --+ N + Ok + Ok' + Ok1 + ... + 07<,,_1' 

Skk'k1' .. k"-l.k,,· .. k.,, __ 

= ~ mB + 2 Wi - m - W - W - 2 Wi rr --27Tig3 (2"-2 I ,,-1 )U(W)U(W I
) 2,,-2 U(Wi) 

[(n - I)! (n + 1)!]1 i=" i=1 [4ww']1 i=1 [2wi ]1 

X [1I-rrl 2Wi ~ ..• ~ (U-(W + Wi; W, w,,)f5(mB; WI) 
2( ) k.II:,,+l 1I:,,-lk.,,-. h( ') 

~U~ W 

+ _1_ Loo dwlII(WlII2 - ,u2)lu2(wlII)U-(w + Wi; W, wlII)U-(w + Wi + WI - Will; WI' w,,)p(mB; WI») 
47T

2 
I' h(w')h(w + Wi - Will) 

"rr-1 2Wi ~ ... ~ U-(w + Wi; w, w"+1)U-(w + Wi + Ws - w"+1; w2 , w,,)p(mB; WI) 
+. 2() lI:ak"+1 7<,,-17<1"-1 h( ')h( + I _ ) .-3 U Wi W W W W"+1 

+ (terms with permutation of 0 particles in the initial state) 

+ (terms with permutations of 0 particles in the final state)] (38) 

(cf. Fig. 9). 

Wn+1 Wz 

w.,+z w3 

w2n- z wn-I + Wzn-z wn_1 

~ / B ?J:N 
wn W 

/:::JEeP 
~v N 

wn WI 

wn+Z W3 
~ 

w n+3 ~4 

w zn- z wn_1 

+ 

B 

Wn 

+ (Diagrams with permutation of 0 particles in the initial state) 
+ (Diagrams with permutation of 0 particles in the final state) 

FIG. 9. Diagrams ofSmatriJ(fortheinelasticbound-statescattering 
process 
(YO) + Ok" + ... + O~I"_ ..... N + Ot + Ok' + Ot1 + ... + 0111 .. _1 • 

From Eqs. (36), (37), and (38) we see that once 
again we get the results that the S matrices of all the 
(VO) bound-state scattering processes in the V-nO 
sector are independent of the (VO) bound-state field 
operator. 

VI. CONCLUSION 

In this article, we have investigated the scatterings 
in the general higher sector, i.e., V-nO sector with 

n > 2 of the Lee model. The technique and procedures 
here are completely analogous to those in the V-20 
sector. By using an iterative expansion, we solved the 
T functions f4"+I(W; WI' ws, ... ,wsn) in the Mat­
thews-Salam equation of the V-nO sector. Since all 
the S matrices for the bound-state and nonbound­
state scattering processes can be written in terms of 
the function f4"+I(_), the solution of f 4n+1 solves the 
entire V-nO sector. 

As explained in the previous sections, each terms 
of the iterative expansion preserves the properties of 
the (VO) bound state and the analytic structures and 
symmetries of the T functions, the same as for f9 in 
V-20 sector. 1 The result obtained for f 4"+1 is again in 
terms of the key function U-(W; w, Wi) which repre­
sents the V-O interaction. This is reasonable because 
there is no interaction between the 0 particles in the 
Lee model. In other words, we essentially solved the 
many-body problem in terms of the 2-body solution, 
due to this restricted interaction assumed in the Lee 
model. 

We have constructed the Feynman rules for calcu­
lating to an arbitrary order of the function f4n+1(_). 

Once again, in this general V-nO sector, we obtained 
the interesting fact that the S matrices for the bound 
state scatterings are independent of the form of the 
(VO) bound-state field operator. This same result was 
obtained elsewhere and also for the case of the (VO) 
bound state in the V-20 sector1.4 and the V particleS in 
the Lee model. 
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There is an intimate connection between multipole moments and the conformal group. While this 
connection is not emphasized in the usual formulation of moments, it provides the starting point for a 
consideration of multlpole moments in curved space. As a preliminary step in defining multipole moments 
in general relativity (a program which will be carried out in a subsequent paper), the moments of a so­
lution of Laplace's equation in flat 3-space are studied from the standpoint of the conformal group. The 
moments emerge as certain multilinear mappings on the space of conformal Killing vectors. These 
mappings are re-expressed as a collection of tensor fields, which then tum out to be conformal Killing 
tensors (first integrals of the equation for null geodesics). The standard properties of multipole moments 
are seen to arise naturally from the algebraic structure of the conformal group. 

INTRODUCTION may be interpreted as a multilinear mapping on the 
This is the first of two papers whose ultimate goal 10-dimensional vector space of conformal Killing 

is to define the multipole moments of the gravitational vectors. Furthermore, these multilinear mappings 
field in a static asymptotically flat solution of Ein- can be obtained in a very simple way as 2-surface 
stein's equations. The essential first step in this pro- integrals of certain divergence-free vector fields con­
gram is to reinterpret multipole moments in Euclidean structed from 1p. We are thus able to pass from 1p to its 
3-space in a way which emphasizes one particular multipole moments by the following steps: (1) intro­
aspect of flatness: the existence of conformal Killing duce the collection of divergence-free vector fields, 
vectors. This conformal approach to multi pole (2) integrate these fields over a 2-surface to obtain 
moments in flat space i~ the subject of the present multilinear mappings on the space of conformal 
paper. Killing vectors, and (3) interpret these multilinear 

Choose an origin p for our Euclidean space. The mappings as tensor fields Q, Qa, Qab, . .. on the 
multipole moments of a solution of V21p = 0 about original manifold. 
this origin are, in the usual formulation, a collection There are three advantages to the present approach 
of totally symmetric, trace-free tensors Q, ~, Qab, . . . . to multipole moments: (1) The multipole moments 
The Q's of different ranks are completely independent. emerge directly as teI,lsor fields on the manifold. We 
Let us now "attach" the Q's to the origin p, and permit thus avoid both the arbitrary choice of an origin and 
changes in the choice of origin. Each of Q, Qa, the introduction of special coordinate systems. (2) 
Qab, .. , thus becomes a tensor field. These tensor In the usual formulation of multipole moments, it is 
fields have the following properties: (1) a knowledge necessary to integrate the components of tensor fields 
of Qa l ' ., 0, as a tensor field uniquely determines all Q's over the unit 2 sphere. While this procedure can be 
of lower rank, and (2) a knowledge of Q, Qa, Qab, .. " given a well-defined meaning in flat space, it is simpler 
Qal '" a, at a given origin uniquely determines the and perhaps more within the spirit of differential ge­
tensor field Qa l ' .. a,. That is to say, the Q's have a very ometry if all integrals involve closed forms over essen­
special, essentially algebraic, position dependence. tially arbitrary compact surfaces. (3) The intimate 

It turns out that, because of this simple position connection between multipole moments and the con­
dependence, each Qal" . a. is a conformal Killing tensor formal group is almost entirely suppressed in the 
(a generalization of conformal Killing vectors). The usual formulation. This connection is the key feature 
fact that solutions of the conformally invariant1 equa- which will be needed in the subsequent paper to define 
tion V21p = 0 are characterized by conformal Killing the multipole moments of the gravitational field. 
tensors suggests that it should be possible to make Some techniques and results concerning the confor­
the transition from 1p to its multipole moments in mal group are introduced in the appendices. Using 
some way which brings out the important role being concomitants, we develop in Appendix A an algebra 
played by the conformal group. of conformal Killing tensors. In Appendix n, we use 

From the structure of the conformal group (in conformal Killing transport to derive some of the 
particular, from the fact that its invariant metric is basic properties of conformal Killing vectors and their 
nonsingular), we show that each tensor field Qal " ·a. multilinear mappings. 

1955 
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MULTIPOLE MOMENTS AS CONFORMAL 
KILLING TENSORS 

Let "P be a solution of V2"P = 0 on a 3-dimensional 
manifold V with a flat, positive-definite metric hab . We 
are concerned with the definition and properties of the 
multipole moments of "P. Although "P may be con­
sidered as arising from some source distribution, we 
are interested only in the multipole moments them­
selves and not in their relation to sources. It is con­
venient, therefore, to have these source regions 
removed from V. We thus require that V be Euclidean 
3-space with some region, topologically a 3-ball, 
removed, e.g., Euclidean space with a "hole in the 
middle." 2 We then demand V2"P = 0 everywhere on V. 

Let ~a be any conformal Killing vector on V, i.e., 
any solution of V(a~b) = thab(V m~m). Then the vector 
field ~ai •.• ~a.v V ... V ill on V is divergence free m al Q,T , 

i.e., 

vm(~al ... ~a·V fI.val .•• Va."P) 

= s(vm~al)~a2 • •• ~a,v m Val' .. Va."P 

+ ~al ••• ~a.vmv V ..• V ill = 0 (1) m al (1.8 T • 

Let K denote any closed 2-surface (topologically, a 
2-sphere) surrounding the "hole" in V. (More pre­
cisely, K is to be any generator of the second homol­
ogy group of V.) Then the integral 

(47TrlJKaal'" ~a'VmVal" ·Va."P)dSm (2) 

is, by (1), independent of the choice of K. We have 
thus defined a multilinear mapping from the (10-
dimensional) vector space e of conformal Killing 
vectors on V into the real line. 

This collection (s = 0, 1,2, ... ) of multilinear 
mappings contains precisely the information of the 
multipole moments of "P. In order to deal with such 
mappings, it is convenient to introduce the algebra of 
tensors over e. These tensors are constructed from e 
in the standard way, 3 using tensor products and duals. 
They are labeled by Greek indices. Thus, for example, 
the conformal Killing vector ~a, considered as an ele­
ment of e, is written ~", while V; denotes a linear map­
ping from e to e, and W",p denotes a bilinear mapping 
from e to the real line. In this notation, the multilin­
ear mapping (2) takes the form Q"l ... ,,3I1.l .. . ~11.', 
where Ql1.l'" 11:. is some totally symmetric tensor 
over e. We now derive some properties of the tensors 
Q, Q"" Q"p,' . '. In particular, the Q's are shown to 
lead directly to the more conventional representation 
of multipole moments. 

We first show how the Q's can be interpreted as 
tensor fields on our original manifold V. If ~a and fa 

are two conformal Killing vectors, then their Lie 
bracket ~ffa = ~mv m~'a - ~'mv m~a is also a con­
formal Killing vector. That is to say, e has the 
structure of a Lie algebra, in addition to its vector 
space structure. Therefore, we have a tensor 0" ap = 
CJl[aPl (the structure constants4) over e such that the 
bracket operation is given by ~ffi' = Ci'l1.p~I1.~'p. (For 
example, the Jacobi identity, written in terms of 
CJl"p, takes the form Ci'v[aCvP1J = 0.) Now consider 
the symmetric tensor4 

GI1.P = -CJlVI1.
Cvi'P 

over e. It is shown in Appendix B that G",p is non­
singular [and, in fact, that its signature is (+, +, +, 
+, +, +, -, -, -, -»). Therefore, Gap has an in­
verse: there is a unique symmetric tensor G"p such that 
Gai'Gpi' = (jllp. This metric Gap and its inverse can 
be used to raise and lower the indices of any tensor 
over e. 

In particular, raising the indices of the Q's, we 
obtain their "contravariant" versions, Q, Q", QIlP, .. '. 
Since Qal" ·a. is a tensor over e, it may be written 
(not uniquely) as a sum of the form 

Qal ' "11., = ~l ••• ~IZ. + ... + rJlZl ••• rJl1.', (3) 

where each of ~"', ... , rJl1., as an element of e, repre­
sents a conformal Killing vector on V. The expression 
(3) suggests that we consider the tensor field 

Qal ... a, = ~al. . . ~ a, + . . . + rJ al. . . rJ a, (4) 

on V. Clearly, this Qa l ' .. a. is independent of the partic­
ular expansion of Qal ... a, in (3). We thus have a well­
defined sequence Q, Qa, QaD, •.. of totally symmetric 
tensor fields on V. Each Qal '" a, is, in fact, a conformal 
Killing tensor. That is to say, the trace-free part of its 
totally symmetrized derivative vanishes. (A proof of 
this fact, along with a discussion of some properties 
of conformal Killing tensors, is given in Appendix A.) 
To summarize, the information of the multipole 
moments of"P has now been represented as a sequence 
of conformal Killing tensors on V. 

The tensor fields defined above have a simple inter­
pretation. In the usual formulation of multipole mo­
ments, one first fixes an origin and then assigns to "P a 
monopole, dipole, quadrupole, etc., moment with 
respect to that origin. These moments turn out to be 
precisely the values of the tensors Q, Qa, QaD, ••. at 
the given origin. Since the multipole moments about 
an origin are trace-free, we expect the Q's to be 
trace-free tensor fields. Furthermore, we would expect 
that the change in, say, the octopole moment as we 
move the origin should depend only on the quadru­
pole, dipole, and monopole moments. Thus, it should 
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be possible to find an equation relating the derivative 
of QUI' "u. to the values of the Q's of lower rank. We 
shall now derive these properties of the multipole 
moment fields. 

We first consider the trace-free condition. It is 
shown in Appendix B that, for each integer s (;;:: 2), 
there is a tensor p~l" '~'Pl'" p, = P(~l'" ~t) (Pl'" P,) over 
e which may be interpreted as the projection operator 
which corresponds to the operation "taking the trace­
free part" of conformal Killing tensors on the mani­
fold V. More precisely, P has the following properties: 

(1) P~l"'~' pill' .. 11, = P~l' "~' . 
11,'''11, p,"·P. Pl"·P.' 

(2) Let T~l"'~' be a totally symmetric tensor over 
e. Then the conformal Killing tensor obtained, via 
(3) and (4), from P~l'" a'lll'" 11, TIll'" 11, is precisely the 
trace-free part of the conformal Killing tensor ob­
tained from Tal'" ~'. 

Furthermore, this pal" 'a·Pl '" p, is found to satisfy the 
condition 

(5) 

Equation (5) furnishes a simple proof that the multi­
pole moment tensors are trace free. Since V21p = 0, it 
follows that the value of the integral (2) is unchanged 
if the conformal Killing tensor ;a l ••• ;a, in the inte­
grand is replaced by its trace-free part. That is to say, 
we have 

Q ~~l ••• tag _ Q pill'" Il~ tal . . t~. 
CZl • •• «,~ ~ - PI' . 'II. a1 ... aB~· Ii· 

(6) 

But (6) must hold for all ;a, and, therefore, holds with 
the ;""s deleted. It now follows from (5) and from the 
second property of P described above that Qal '" a, is 
trace free. 

The second property we expect of our multipole 
moment fields is that the derivative of Qal '" a, be 
expressible in terms of the values of the Q's of lower 
rank. We now derive this expression. It follows from 
the K independence of the integral (2) that 

IK €m:pq£d€:PqrCV'Val ... Va.1p);al • •• ;a.] dSm = 0, 

(7) 

where ;,a is any vector field on V. In particular, choose 
;' to be a conformal Killing vector. Defining the skew 
tensor F~b and the scalar cp' by Va;; = F~b + cp' hab , 

Eq. (7) takes the form 

r [fb;a •... ~a,v V V ... V "' JK mba. a.r 

+ (s + 2)cp';a •... ~a'VmVa.··· Va.1p 

+ (s + l)~a •... ~a'F;m"'Va2'" Va,)V",1p 
+ s(£~,~)a.~a •. .. ;a·v mVa.· .. V

U
.1p] dSm = 0. (8) 

Finally, we specialize further to the case in which F~b 
and cp' are both constant. 5 Each term in (8) represents 
a multilinear mapping on ;u. The first term is simply 
Qal" . a, ~'a 1 ;~ •••• ;a. while the subsequent terms in­
volve only Qa •... a,' Thus, Eq. (8) represents a relation 
between Qal."a, and Q~." .a.' Re-expressing (8) in 
terms of the corresponding conformal Killing tensors, 
Qal " ·a, and Qa.". a" we obtain the desired result 

VmQal"'u, = is(2s _ 1)hm(alQa2 " 'a,) 

- ts(s - 1) Qm(aa'" a'hula21 . (9) 

Equation (9) (for s = 0, 1,2, ... ) is the necessary 
and sufficient condition that a sequence Q, Qa, Qab, ... 
of totally symmetric, trace-free tensor fields represent 
the multipole moments of some solution of V21p = 0. 
[Note that (9) automatically implies that each 
Qa l " ·a, is a conformal Killing tensor.]In addition, we 
see from (9) that each Qal" . a, uniquely determines its 
predecessors for, contracting (9) once, we obtain 

V mQma2 '" a, = ts(2s + 1 )Qa •. "a,. 

On the other hand, a knowledge of all Q's of rank less 
than s determines Qal

'" a, only up to a constant tensor. 
That is, Qal

'" a. provides new information equivalent 
to 2s + 1 numbers, as we would expect. 

In the conventional treatment of multipole mo­
ments, one often "goes to the center of mass" in order 
to represent the moments as tensors at a single point 
rather than as tensor fields. This procedure may be 
described in the following way. First note that, as a 
consequence of (9), the dipole moment Qa is a dila­
tion, i.e., a conformal Killing vector with vanishing 
curl (see Appendix B), provided the monopole mo­
ment Q does not vanish. (When Q = 0, Qa is a trans­
lation.) Thus, assuming Q;I: 0, there is always a 
unique point p at which QU = 0. This point is the 
center of mass, and the values of the other multipole 
moment fields at p represent the multipole moments 
with respect to the center of mass. 

It is convenient (particularly for applications to 
curved space) to reformulate this procedure in a way 
in which the center of mass need not be determined 
explicitly. This can be done very simply. Assuming 
Q ;I: 0, define 

Qal " 'U, = Qal'''a, + b I s! (_I)"-T (2s _ 1) 
r! s - r 

x (2s - 3) ... (2r + l)Qr-sQ(al " .arQar+l ... Qa.> 

for s = 2, 3, ... , where b denotes the operation of 
taking the trace-free part. Taking a derivative of 
Qal"·a., using (9), we obtain zero. Clearly, the con­
stant tensors defined by Eq. (10) represent precisely 
the multipole moments referred to the center of mass. 
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Finally, we remark that similar techniques can be 
used for the moments of a field of arbitrary spin in a 
flat space of arbitrary signature and dimension, in 
particular, for the linearized gravitational field in 
Minkowski space. 

APPENDIX A: CONFORMAL KILLING 
TENSORS 

In this appendix, we develop a formalism for dealing 
with conformal Killing tensors in curved space.s 

A conformal Killing vector pa may be defined as a 
vector field such that, for any null geodesic with 
affine7 tangent vector la' (lapa) is constant along the 
geodesic. Conformal Killing vectors thus represent 
linear first integrals of the equations of a null geodesic. 
First integrals of higher order (quadratic, cubic, etc.) 
in ta define conformal Killing tensors. That is, a sym­
metric tensor field pa· ..• is a conformal Killing tensorS 
if, for any null geodesics with affine tangent vector 
la, (fa'" I.pa ...• ) is constant along the geodesic. 
Clearly, a necessary and sufficient condition that 
pa·.·c be a conformal Killing tensor is that, for some 
Tb ...• , 

V(mpab ...• ) = h(maTb"'c). (AI) 

For example, both the metric tensor hab and any 
symmetrized outer product of conformal Killing vec­
tors are conformal Killing tensors. 

It is convenient to view the basic algebra of con­
formal Killing tensors within the framework of a 
much more general algebra: that of all totally sym­
metric contravariant tensor fields on the manifold. 
The reason for this is that the latter can be fully 
developed without introducing any metric. All rel­
evant operations on totally symmetric contravariant 
tensors are defined at the beginning. The metric then 
serves merely to pick out a certain subalgebra, con­
sisting of the conformal Killing tensors, from this 
much larger algebra. 

There are three basic operations on totally sym­
metric contravariant tensors on a manifold. The first 
operation is the sum, which is defined whenever the 
two tensors have the same rank. The second operation 
is the product. If pal'" a" and Qal '" a. are totally 
symmetric, we set 

p () Q = p(al···a"Qa,,+l ... a,,+o) = Q () P. (A2) 

[Multiplication of tensors by scalars is viewed as a 
special case of (Al).] The third operation is a general­
ization of the Lie bracket of vector fields. The 
bracket of pal' .. a" and Qal '" a. is defined by 

(P, Q) = ppm(al ' .. a,,-lDmQO"·· .a"H-l) 

_ qQm(al" .a.-lDmpa •.. . a,,+o-l) 

= -(Q,P), (A3) 

where, in (A3), Dm is an arbitrary (torsion-free) 
derivative operator. lO It is easily verified that the right­
hand side of (A3) is independent of the choice of D m , 

i.e., that (A3) defines a concomitant.ll When P is a 
vector, (A3) reduces to the Lie derivative. 

Our three operations satisfy a number of trivial 
relations: associativity and commutativity of the sum 
and product, anticommutativity of the bracket, and 
linearity of the product and bracket. There are, how­
ever, two further relations. The first relates the product 
and bracket: 

(P, Q () R) = (P, Q) () R + (P, R) () Q. (A4) 

The second generalizes the Jacobi identity for vector 
fields to tensors of arbitrary rank: 

(P, (Q, R» + (Q, (R, P» + (R, (P, Q» = O. (AS) 

[To prove (AS), it is only necessary to observe that it 
reduces to the Jacobi identity when P, Q, and Rare 
vectors, and that if (AS) holds for P, Q, R and for P, 
Q, R', then, by virtue of (A4), it also holds for P, 
Q, R () R:l2] 

We now return to conformal Killing tensors. Let 
h denote the contravariant metric hab. Then the con­
dition (AI) that P be a conformal Killing tensor may 
be written in the form 

(h, P) = h () T. (A6) 

The sum of two conformal Killing tensors of the same 
rank is, evidently, a conformal Killing tensor. Further­
more, using the definition (A6), it follows from (A4) 
that the product and from (AS) that the bracket of 
two conformal Killing tensors is a conformal Killing 
tensor. That is, conformal Killing tensors produce 
conformal Killing tensors under all three of our basic 
operations. The introduction of a preferred element h 
thus serves to define a preferred subalgebra of the 
algebra of all totally symmetric contravariant tensors 
on the manifold.13 

APPENDIX B: THE ALGEBRA OF CONFORMAL 
KILLING VECTORS IN FLAT SPACE 

Let V be a manifold with a flat, nonsingular metric 
hab . As the present discussion may be useful in various 
applications, we aIlow V to have dimension n (~ 3) 
and hab to have signature with p plus's and q minus's 
(p + q = n). We next assume that (V, hab) has the 
property that parallel transport of any vector around 
any closed curve in V leaves that vector invariant. 
This assumption, which always holds for a siniply­
connected space (and which, therefore, always holds 
locally), is necessary to avoid certain complications of 
a global nature. In particular, it ensures that V will 
have the proper number of conformal Killing vectors. 
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Let ;a be a conformal Killing vector on V. Set 

Fab = V[a;bJ' 
cp=nVm;m, 

ka = Vacp· 

(Bl) 

It then follows14 from the conformal KiHing equation 
on ;a that 

(B2) 

We see from (B2) that the values of the four tensors 
;a, Fa1" cp, and ka at a single point p of V (cal1ed the 
data for ;a at p) define these tensors everywhere. 
Explicitly, if the data for ;a at pis (~, Fab , cp, kJ, then 
the data at p' is 

fa = ~a + Fmaxm + cpxa + xa(xmkm) - ika(xmxm), 

F~b = Fa/) - 2x[akbl' 
(B3) 

where xm is the position vector16 of pi relative to p. 
Thus, there is a I-to-l correspondence between con­
formal Killing vectors on V and data at a fixed point 
of V. By using this correspondence, we shall be able to 
represent certain objects in the space of conformal 
Killing vectors explicitly as tensors on V. 

Let e denote the Hn2 + 3n + 2)-dimensionaP6 
vector space of conformal Killing vectors on V. 
Tensors over e will be labeled by Greek indices. For 
example, the commutator of two conformal Killing 
vectors, ;"a = ;mv m;'a - ;'mv m;a, is again a con­
formal Killing vector, and so we may introduce the 
tensor ClJItP over e such that f'P = CPap~afP. Using 
(Bl), we obtain an explicit expression for the action 
of CPltp in terms of the data for ;"a, ;a, and ;'a: 

~"a = F'ma~m _ F ma~'m + cp'~a _ cp~ra, 

F:b = 2k[a~b] - 2k[a~;1 - 2F;"[aFmbJ' 

cp" = ~mk;" - ~'mkm' 
(B4) 

The relation (B4) is independent of the point p at which 
the data are taken in the following sense: (B4) remains 
valid if (B3) is applied simultaneously to the data for 
all three conformal Killing vectors. 

An important element of the algebra of conformal 
Killing vectors is the invariant metric, 

Gltp = -CPYI.Cvpp . 

Using (B4), we obtain an expression for Grzp in terms 
of data at an arbitrary point: 

Gltp~It~{J == n[FabFab - 2cp2 + 4~akaJ. (BS) 

We see from (BS) that the signature of G«p consists 
of Hp2 + q2 + p + q) plus's and (p + q + pq + 1) 
minus's.17 In particular, G«p is nonsingular. On the 
other hand, Ga.p is singular when applied only to 
Killing vectors (conformal Killing vectors for which 
cp = 0 and ka = 0). It is because the conformal 
KiI1ing vectors have a nonsingular metric, while the 
Killing vectors do not, that the algebra of the former 
is much simpler than that of the latter. 

We may use G",p and its inverse metric G«P to raise 
and lower the indices of any tensor over e. In partic­
ular, any tensor Tit ... l·· . v over e can be written in 
its "covariant" form Tit .. · P P"" v' But Tit'" P P"" v 

represents a multilinear mapping on e, and, therefore, 
a multilinear mapping at each point p on the data at p 
for elements of e. Finally, multilinear mappings on data 
at p can be written as tensors (on V) at p. Any tensor 
over e can thus be represented explicitly as a collection 
of tensor fields on V. As an example, consider 

Taking the inner product of (B4) with an arbitrary 
element of e, using (B5), we find 

CIt{J1~"«fP ~1 

= 4n(F"abka~; - F"abk~~b + pabk~~; - pabk:~b 

+ F,abk~~b - F,abka~;) + 2n( cp' ~"aka - cp' ~ak~ 

+ cp~,ak: _ cp~"ak~ + cp,,~ak~ - cp"~'aka) 

+ 2nFabF~cF:a. 
We conclude that Ca.{Jy is totally antisymmetric. 

We have seen [Eqs. (3) and (4)] that a totally sym­
metric contravariant tensor over e defines a unique 
conformal Killing tensor on the manifold V. In fact, 
this construction was an essential step in expressing 
the multipole moments as tensor fields on the mani­
fold. We might ask, however, whether or not this 
mapping sets up a correspondence between tensors 
over e and conformal Killing tensors on V. Can two 
distinct tensors over e define the same conformal 
Killing tensor? Are there conformal Killing tensors 
which do not come from any tensor over C? Un­
fortunately, the answer to both questions is yes. 

We consider the first question in detail only for the 
case of rank two. Let T«P = T("'P) be a tensor over C 
which defines the zero conformal Killing tensor on V. 
It is easily shown that, in terms of the data for ;a at 
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p, T«fJ~«~fJ must be a linear combination of five ex­
pressions: 

n(Fabpb - 2rp2 + 4eka) = Gap~a~P, 

its trace-free part represent exactly the same integral. 
Finally, note that, for the example given above,fhab is 
"pure trace." These remarks suggest the following 
result: 

Aab(rppb - U"e), 
BabCFab~c, 

CabcFabkc, 

(B6) Theorem: Every trace-free conformal Killing tensor 

DabedFab Fed, 

where A, E, C, and D are totally skew tensors at p. 
The last four of the five bilinear mappings (B6) are 
not individually invariant under (B3): they are taken 
into certain linear combinations of each other. It turns 
out, however, that the particular combinations which 
occur are such that the coefficients A, E, C, and D 
define a second-rank tensor over e. We are therefore 
led to define the tensor Wapya over e by 

WapYd~aefyta 

= -tn2( rpFab - 2k[a~b])( rp' F'ab - 2k,[a~'b]) 

+ 4n2(F[ab~c]F'abk,e + F[ab~~]Fabkc) 
+ n2F F F'abF'Cd [ab cd] 

+ [2/(,,2 + 3n + 2)](h«p~a~P)(hya~,y~'t!). 
(B7) 

The right side of (B7) is invariant under (B3), and 
hence defines a tensor over e. It follows from (B6) 
that, for any S"v, WaP "v S"v is a tensor over e 
which gives the zero conformal Killing tensor and, con­
versely, that any such tensor over e can be written 
in the form W«fJ"vS"v. Furthermore, it follows from 
(B7) that waP"v W"v yo = W«Pyo , i.e., that W acts as a 
projection operator. Any symmetric second-rank tensor 
TItP over e can now be decomposed uniquely into one 
part WaP"v TIlv which gives the zero conformal Killing 
tensor and another part T«P - waP"v T"v which 
similar produces the same conformal Killing tensor 
as TaP. A projection operator W and a similar 
decomposition is available for tensors of rank greater 
than two. 

We can answer the second question-whether there 
are conformal Killing tensors which do not come from 
any tensor over e-with an example. Observe that, 
for any scalar fieldf,fhab is a conformal Killing tensor. 
But it is impossible that every tensor of this form 
represent a tensor over e, for the tensors of a given 
rank over e form a finite-dimensional vector space. 
One would like, therefore, to characterize in some way 
those conformal Killing tensors which can be inter­
preted in terms of e. Note first of all that, if Ta" . C is a 
conformal Killing tensor, then so is the trace-free part 
of T. Furthermore, if we interpret conformal Killing 
tensors as first integrals of null geodesics, then T and 

can be obtained, via (3) and (4), from some tensor 
over e.1S 

Outline of proof: Let Tal" . a, be a trace-free confor­
mal Killing tensor. The essential step is to show that 
Tal'" as is "algebraic" in its position dependence [more 
precisely, that its (2s + I )th derivative vanishes]. This 
having been done, it is a straightforward exercise, 
using (B3), to show that Tal'" a, can be written in the 
form of Eq. (4). 

Let P be a timelike 3-dimensional space of vectors at 
a point p of V, and let ka, ••• ,fa be 2s + I null 
vectors19 which lie in P, and no two of which are 
parallel. Set 

R = k bl •• • /b.s+l"i1 ••• "i1 T (BB) 
al .. , as bl b2.+1 al'" a, . 

It then follows from the conformal Killing equation on 
Tal ... a, that 

R lal • .. las = 0 
al'" a. . (B9) 

The 2s + 1 trace-free tensors (kal ... ka,), ••• , 

WI .. 'la,) span the space of all totally symmetric, 
trace-free tensors of rank s in P. Since Ral ... a, is trace 
free, it now follows from (B9) that Ral ... a,' when pro­
jected into P, gives zero. But ka , ••• ,la are arbitrary 
null vectors in P. Therefore, by (BB), the projection of 
"i1 bl ••• "i1 b"+l Tal'" a, into P gives zero. But the only 
tensor whose projection into an arbitrary timelike 
3-space is zero is the zero tensor. 

Finally, we may ask whether the operation of 
taking the trace-free part of a conformal Killing tensor 
can be extended to some operation on tensors over 
e. Let Tal'" «, be a totally symmetric tensor over e. 
There is associated with Tal· .. a" via (3) and (4), a 
conformal Killing tensor Tal' .. a, on V. This Tal" . a. will 
not, in general, be trace free. However, the trace-free 
part, fal'" a" of Tal'" a, is also a conformal Killing 
tensor. It now follows from the theorem above that 
fal' .. a, comes from some tensor f«l' .. «, over e. If, in 
addition, we require Wltl'" «'"1''' ",fill" '/1, = 0, then 
this f«l'" «, is unique. Thus, for each symmetric tensor 
T«l' .. «, over e, we have defined a symmetric ten­
sor f«l'" «'. Since f is linear in T, there is some 
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(BI0) 

A number of properties of P follow directly from this 
definition. Since f a

l' .. a. necessarily comes from some 
conformal Killing tensor on V, we have 

nal·"a. _ wa1···a. pPl'''P, 
.r Ill' .. II. - Pl ... p, Ill' .. II.' 

Furthermore, since the operation "taking the trace­
free part" reduces to the identity when applied to a 
trace-free conformal Killing tensor on V, we have 

Pa1"'a, _ pa1"'a, pPl'''P, 
III "'Il, - Pl"'P, 1ll·"Il.· 

By using the definition of P, we may write out 
explicitly the expression for 

P tal • •. ~a'~'Pl ••• ~'P. 
al' "a,Pl'" P." 

in terms of data for ;a and ;'a at an arbitrary point. 
While this expression turns out to be rather compli­
cated, it does reveal one further, and less obvious, 
property of P, namely, that 

* Present address: Department of Physics, The University of 
Texas, Austin, Texas 78712. 

1 Strictly speaking, it is '\1''IjJ - tR'IjJ = 0 which is conformally 
invariant, provided 'IjJ is assigned conformal weight -!. In flat space, 
however, this equation reduces to Laplace's equation. 

• In particular, V will be topologically S2 X R. 
• See, for example, T. J. Willmore, Introduction to Differential 

Geometry (Oxford U.P. London, 1959). 
4 See, for example, C. Chevalley, Theory of Lie Groups (Princeton 

U.P., Princeton, N.J., 1946). 
5 It is shown in Appendix B that the constancy of either of these 

tensors implies the constancy of the other. 
6 No restrictions on the dimension of the manifold or on the 

signature of the metric will be required in this appendix. 
7 That is, la is so scaled that Im'\1 mla = O. 
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8 Conformal Killing tensors are a generaliz~tion of ~lling 
tensors, which represent first integrals of the equatIOns for .arbltrary 
geodesics. Killing tensors are disc~ssed, for examl?le, m L. P. 
Eisenhart, Riemannian Geometry (Prmceton U.P., Pnnceton, N.J., 
1964), pp. 128. 

8 If the metric ha~ is positive definite, there are, of course, no null 
geodesics. In this case, (AI) is taken as the definition of a conformal 
Killing tensor. 

10 The difference between the actions of two derivative operators, 
Dm and Dm , may be expressed in terms of a tensor field KCab = 
KCI.~)' [See S. Kobayashi. and K. Nomizu, Foundations of Differ­
ential Geometry (lntersCience, New York, 1963), Vol. I.J The 
coefficients on the right in (A3) have been so chosen that, when 
Dm is eliminated in favor of Dm, all K terms vanish identically. 

11 A. Nijenhuis, in Proceedings of the International Congress of 
Mathematicians (Cambridge U.P., Cambridge, England, 1960), p. 463. 

12 There is a similar algebra for totally antisymmetric contra­
variant tensors (Ref. 11). If P, Q, and R are skew, of ranks p, q, and r, 
respectively, then Eqs. (A2)-(AS) must be replaced by 

P rlA Q = p[al' .. a~QaHl' .. aNq] = (-I)·qQ rlA P, 

[P, QJ = p(_I).+lQm[al· "a.-l'\1mQa~ .. ,0.H_l] 

- q( -1)<+·.Qm[ol· .. 00_1'\1 mp"q· .. ·~H-l], 

[P, Q rlA RJ = [P, QJ rlA R + (-I)0[p, RJ rlA Q, 
(_I) •• H[P, [Q, Rll + (-I)··+q[Q, [R, Pll + (-I)rq+r[R, [P, Qll = 0, 
respectively. 

13 Evidently, the Killing tensors [rs which satisfy (A6) with the 
right side set equal to zero] form a subalgebra of the algebra of 
conformal Killing tensors. 

14 R. Geroch, Commun. Math. Phys. 13, 180 (1969). 
15 The position vector of p' relative to p is defined as follows. Let 

y be any curve from p to p', with parameter s and tangent vector 
1)(s)m, such that 1)m'\1ms = 1. Then xm = S:' rr(s) ds, where 1im(s) 

is the s-dependent vector at p' obtained by parallel transport of 
1)m(s) along y to p'. This xm is certainly invariant under continuous 
deformations of y: that it is totally independent of y is a consequence 
of the global assumption on V mentioned earlier. Note that in 
certain spaces distinct points may be related by the zero position 
vector. 

16 This number is obtained by counting data for ;b: n dimensions 
for ~a, !n(n - 1) for Fab , 1 for 'P, and n for k •. 

17 The first term in (B5) contributes !(p2 + q2 - P - q) plus's and 
pq minus's, the second term, 0 plus's and 1 minus, and the third 
term (p + q) plus's and (p + q) minus's. 

18 The converse is false. The conformal Killing tensor gab, for 
example, is not trace free, yet it certainly comes from some tensor 
over C. 

19 This proof requires a modification for the case in which the 
metric is positive definite: one must permit k a, ••• ,Ia to be complex. 
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1. INTRODUCTION AND DEFINITIONS 
The canonical commutation relations (CCR) are 

usually discussed in Weyl's formulation. A repre­
sentation of the CCR is given by a pair of families of 
unitary operators U(J), V(g) where the f and g run 
over test-function spaces 'U' u and 'U'v which are real 
vector spaces such that there is a scalar product 

(f, g) defined between elements of 'U' u and 'U'v. For 
simplicity, it is assumed that 'U' u = 'U'v = '1]. Then, 
it is required that 

U(fl)U(f2) = U(fl + 12), 

V(gl)V(g2) = V(gl + g2), (1.1) 

V(g)U(f) = ei(f,U)U(f)V(g), (1.2) 
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U(Af) and V(Ag) are weakly continuous 
in the real number A. (1.3) 

As an abbreviation we put 

U(j, g) == U(f)V(g). (104) 

Two representations U(I, g) and 0(1, g), with f and 
g E 'lJ, in Hilbert spaces Hand h are said to be unitar­
ily equivalent if there is an isometric mapping T of H 
onto h such that 

0(1, g)T = TU(/, g). (1.5) 

It is well known that, if the test-function space is 
finite dimensional, the CCR have only one irreducible 
representation up to unitary equivalence.1 When the 
test-function space is infinite dimensional, it is also 
well known that there are uncountably many unitarily 
inequivalent representations.2 A special class of such 
representations may be constructed by use of incom­
plete tensor products (ITP) of Hilbert spaces intro­
duced by von Neumann. We give the definition and 
a brief outline of the basic properties of ITP.3 

Let I be an index set and {H«} , IX E I, a set of 
Hilbert spaces. A sequence of vectors {flJa.: IX E I, 
flJa. E Ha.} is called a Co-sequence if 

IlllflJ«1I - 11 < 00. (1.6) 
flEI 

A scalar product between "product vectors" ®flJa. 
and ®"PI!.' where {flJ«} and {"Pa.} are Co-sequences, is 
defined by 

(®flJa.' ®"PII.> 

= IT (flJlZ' "PIZ)' if IT (flJlZ' "PIZ> converges, 
IZEI IZEI 

=0, if IT (flJlZ' "Pa.) does not converge, 
I!.EI 

and is extended by linearity and continuity. The 
closed linear set, generated by all product vectors 
®flJl!. ({fIJI!.} a Co-sequence), is called the complete 
direct or tensor product of the H« denoted by 

(8) HI!.' (1.7) 
I!.EI 

Two Co-sequences {flJ«} and {"P«} , or the corre­
sponding product vectors ®flJ« and ®"P«, respectively, 
are said to be equivalent, in symbols ®flJ« f"OooI ®"P«, if 

I I (fIJI!. , "PI!.> - 11 < 00. (1.8) 
l!.eI 

The equivalence f"OooI for Co-sequences decomposes the 
set of all Co-sequences into mutually disjoint equiva­
lence classes. Each equivalence class contains a (Co-) 
sequence {flJ~} with II flJ~ II = 1 for all IX E l. 

Let <r: be an equivalence class containing ®flJ~, 
with II flJ~11 = I for all IX E l. Let 

Hrpo == (8)(181'1'&) H" 
a.eI 

(1.9) 

be the closed linear set determined by all ®flJ", where 
{flJ,,} is any Co-sequence from <r: == <r:(®flJ~). This Hrpo 
is the incomplete qirect or tensor product (ITP) of 
the H" with respect to the reference vector flJo = ®flJ~. 
By definition, equivalent reference vectors determine 
the same ITP. Different ITP are pairwise orthogonal, 
and the closed linear set determined by all ITP is 

®a.eI H". 
Two Co-sequences {fIJI!.} and {"P,,} , or the corre-

sponding product vectors ®flJ" and ®"P", respectively, 
are called weakly equivalent, in symbols 

®flJ«""" ®"P", 'UJ 

if there are complex numbers 

Z", Iz"l = 1, IX E I such that ®z"flJl!. roo.; ®"P". 
(1.10) 

A necessary and sufficient condition for weak 
equivalence is 

III(flJ", "P,,)I - 11 < 00. (1.11) 
'leI 

The decomposition of the set of all Co-sequences into 
mutually disjoint weak-equivalence classes induces a 
decomposition of the complete tensor product into 
mutually orthogonal subspaces. Any weak-equivalence 
class <r:'UJ(®flJa.) contains the whole equivalence class 
<r:( ®flJ,,). 

Partial-tensor products are a simple generalization 
of ITP. Decompose th~ index set I into finite subsets 
Ir , such that Ur Ir = I. For every r form the usual 
finite tensor product 

H(Ir) = (8) H,,; (1.12) 
'lEI. 

choose some unit vector "P~ from each H(lr), and form 
the ITP of the H(lr) with respect to the reference 
vector "Po = ®"P~, 

Htpo = (8)(I8If/!.o) H(Ir)' (1.13) 

The resulting Hilbert space HlJ'o is called a partial­
tensor product (PTP). It differs (possibly) from an 
ITP because the reference vector need not be a product 
vector with respect to the original H«. 

The corresponding representations of the CCR are 
defined as follows: Let hi, h2' ... be an orthonormal 
basis of the test-function space CO', and let every 
element of CO' be a finite linear combination of the hi' 
Let I be the set of natural numbers and let H" be 
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isomorphic to LS(Rl), the space of square-integrable 
functions on Rl, for all IX E I. Let a SchrOdinger 
representation of [Q, P] = i be given in each Ha and 
denote the corresponding Weyl operators by V,,(p) 
and tJ..{q) , i.e., V..{p) = ei'PQ and tJa(q) = eiaP• 

Decompose the set I of natural numbers into finite 
subsets I,., r = I, 2, ... , and form a PTP H'lJ0 as in 
Eq. (1.13). Let ,f(r) be the number of elements of I ... 
In each H(lr), define a SchrOdinger representation for 
,fer) degrees of freedom; i.e., if n E I,., take 

ll,,(p) = V,,(p) ® ( ® la), 
aelr 
a"'" 

P',,(q) = V,,(q) ® ( ® la), (1.14) 
«elf' 

a'" " 
as operators in H(lr)' In ®,. H(l .. ) one defines unitary 
operators U,,(P) and V,,(q) by 

U,,(p) = ll,,(p) ® (® l r,) , 
r' #Or 

V,,(q) = p',,(q) ® ( ® l r.). (1.15) 
r' "'r 

Now letf, g E '\J; then 
N M 

j= !p"h ll , g = !q"h". 
1 1 

We define 

This is, obviouSly, a representation of the CCR and 
in this form it was given by Hegerfeldt.4 It is called a 
partial-tens or-product representation (PTPR) with 
respect to the basis hi of '\J. The irreducibility of the 
Schrodinger representation in each H(I,.) implies that 
every PTP H'lJ0 is irreducible under' U(f, g). By a 
renumbering of the basis vectors hi and of the index 
set I, one can transform the subsets Ir into intervals 

11 = (1,"', i1), Is = (il + 1,"', is),···. (1.17) 

In the following, we always assume this kind of 
order. 

The special case with all I.. I-point sets, i.e., 
I .. = {r} for all r, is called a direct- or tensor-product 
representation, and it has been investigated by 
Klauder, McKenna, and Woods.5•6 

In Sec. 2, we consider one partition and two 
Hilbert spaces belonging to different reference vectors. 
We get a criterion for the corresponding representa­
tions to be equivalent or not. In Sec. 3, we assume two 
different partitions which are comparable in a certain 
sense. Section 4 serves to discuss the general case with 

two different partitions which are not comparable in 
the sense of Sec. 3. 

2. DIRECTLY COMPARABLE REPRESENTATIONS 

Let I .. , r = 1, 2, ... , be a partition of the index set 
I into finite intervals [cf. Eq. (1.17)]. Let 

HI == Htpo == ®(®tpro) H(I .. ), 
r 

H2 == H'lJ0 == ®<®'lJro) H(I .. ) 
r 

be two PTP with respect to the reference vectors 
rpo = ®rp~ and 1p0 = ®1p~. Let U(f, g) be the PTPR 
with respect to the basis hi of '\J as defined in Eqs. 
(1.14), (1.15), (1.16). By U1(f, g) and Us(f, g), we 
denote the restriction of U(f, g) to HI and Hs, 
respectively. To derive a criterion for the equivalence 
of U1(f, g) and U2(f, g), we need some facts about 
von Neumann algebras in connection with infinite 
tensor products and these representations of the CCR. 

The algebra B(H(I .. » of all bounded linear operators 
in H(lr) is extended to an algebra E(H(l .. » in 
®rH(lr), 

11(H(lr)) = B(H(Ir» ® ( ® l r.). 
.. ' "'r 

The set of all E(H(lr» generates the algebra of 
extended operators B*, 

B* = {~ E(H(lr))},,-

Let W(lr) be the finite-dimensional subspace of '\J 
spanned by the basis vectors hi with i E Ir , i.e., 

(2.1) 

Because of the irreducibility of the Schrodinger 
representation in each H(I .. ), we have 

E(H(Ir» = {U(j, g):f, g E W(lrW, 

and, furthermore, 

{ ~ E(H(Ir» r = {~ {UU, g) :j, g E W(I,.)}" r 
= {~ {UU, g):j, g E W(I,.)}}" 

Thus, 

= {U(f, g):j, g E ~ W(Ir)}" 

B* = {U(f, g):f, g E '\J}". (2.2) 

As a consequence of a theorem given by von Neu­
mann,a we know that the projection onto a given 
weak-equivalence class is an element of B*. Thus, 

p = P{~(®rp~} EB* (2.3) 
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Theorem 2.1: The representations U1(f, g) and 
U2(1, g) are unitarily equivalent if and only if 

~ II<IP~' 1f'~>I- 11 < 00. 
T 

Proof' (Sufficiency): IT II(IP~' 1f'~>1 - 11 < 00, that 
is, ®IP~ W ®1f'~, implies the existence of a sequence 
of complex numbers {zr: IZrl = 1, r = 1,2, ... } such 
that [cf. Eq. (1.10)] ®zrlP~ "" ®1f'~. The sequence 
{zr} gives rise to a unitary operator T == T({zr}) in 
®r H(Ir) mapping HI onto Hz such that 

T ® IPr = ®zrlPr 

for all Co-sequences3 {lPr}. Let 
N M 

f= I Pnhn' g = I qnhn· 
1 1 

(2.4) 

Then, we have, for all ®lPr E HI [cf. Eqs. (1.13)­
(1.15)], 

Ulf, g)T ® IPr = Ulf, g) ® zrlP1' 

= ® IT 0n(Pn)"Vn(qn)zrlPr 
nelr 

= ®zrIT 0n(Pn)"Vn(qn)lPr 
nelr 

= T ® IT 0n(PnYVn(qn)lPr 
nelr 

That is, 
Uz(l, g)T = TUI(l, g) (2.5) 

for a total set in HI' Because U1 , U2 , and Tare 
linear and continuous Eq. (2.5) holds everywhere in 

H t • 

(Necessity): Suppose that the reference vectors 
1P0 and 1f'0 are not weakly equivalent. This means that 
the corresponding weak-equivalence classes [w( IPO) 
and ['UJ(1f'0) are orthogonal. Equivalence of the 
representations implies the existence of a one-to-one 
and isometric (and, therefore, linear and continuous) 
transformation T, such that 

TW1T*= W2 , forall WE {U(I,g):j,gE'U"}, 

and, consequently, 

TW1 T* = W 2 , for all 

WE {U(I, g):f, g E 'U"}" = B# (2.6) 

[cf. Eq. (2.2)]. But the above mentioned P{<£'UJ(IPO)} 
[Eq. (2.3)] when restricted to Hl gives 1 in HI, and 
the restriction of P to Hz is 0 in Hz, contradicting 
Eq. (2.6). 

This is a slight modification of a proof presented by 
Streit. 7 Choosing each I,. to consist of a single point, 

we have reproduced a theorem of Klauder, McKenna, 
and Woods. 6 

3. COMPARABLE REPRESENTATIONS 

Let {Ir:r = 1,2,"'} and {K.:s = 1,2,"'} be 
partitions of I into finite intervals such that there is 
another partition {L t : t = 1,2, ... } of I into finite 
intervals and both {Ir} and {K.} are refinements of 
{L t }; i.e., for each t there are (finite) index sets R(t), 
S(t) with 

U Ir = L t = UK •. 
reR(t) .eS(t) 

We call this comparable partitions. Let 
° ( 0 HI = ®(0'1'r) H(11') and Hz = ® 0'P. ) H(K.) 

r 

be PTP with reference vectors 1P0 = ®IP~ and 1f'0 = ®1f'~. 
Let U1(1, g) and U2(f, g) be PTPR of the CCR 
in HI and Hz, respectively, with respect to the basis, 
hI' h2' ... of 'U". For all product vectors IP = ®,. IPr E 

HI and 1f' = ®.1f'. E H2, we define 

TIIP = ® ( ® IPr), T21f' = ® ( ® 1f'8)' (3.1) 
t reR<tJ t .eS(t) 

By a theorem of von Neumann,3 Tl and T2 extend in 
a unique way to isometric isomorphisms, with T 
mapping 

H 1 onto Je
1 

= ®(01(0,eR(t)'I'r">JH(L
t
), 

t 
and T2 mapping 

H2 onto Jez = ®(01(0.es(tJ'P,o)) H(L
t
). 

t 
We define 

and 
01(f, g) = TI U1(f, g)Tt 

Oz(f, g) = T2U2(f, g)T:, 

in Jel and Je2, respectively. 01 and O2 are obviously 
PTPR. By construction, 01 and U1 are unitarily 
equivalent, and also O2 and U2 • This implies that U1 

and U2 are unitarily equivalent if and only if 01 and 
O2 are so. Applying Theorem 2.1 to 01 and O2 , we 
have the following theorem. 

Theorem 3.1: U1(1, g) and U2(1, g) are unitarily 
equivalent if and only if 

~ \\\1 ® IP~' ® 1f'~/\I- 11 < 00. 
t reR(t) 8eS(t) 

4. THE NONCOMPARABLE CASE 

Let {Ir} and {K.} be partitions of I into finite inter­
vals, but not comparable in the sense of Sec. 3. Let 

HI = ®(0'1',o) H(/r) and Hz = 0(0'P'o) H(K,) 

(4.1) 
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be PTP with reference vectors q;>0 = ® q;>~ and11'° = ®1p~. 
Let U1(f, g) and U2(f, g), respectively, be the 
correlated PTPR with respect to the basis hi of '\J. 
Furthermore, we need some auxiliary theorems. 

Consider a representation of the CCR on a finite­
(n-) dimensional test-function space '\J'. Let dnl 
denote the Lebesgue measure defined by the scalar 
product in '\J'. With any given orthonormal basis 
{h~: i = 1,2,'" ,n} and/= I~ ocih~, one can write 
d"J = dOCl .•• docn • Klauder and McKenna have 
shown5•6 the following result. 

Lemma 4.1: If U(j, g), I, g E '\J' is an irreducible 
representation of the CCR in a Hilbert space H, 
one has, for all '11'1 , q;>1 , q;>2' '11'2 E H, 

I d~dng(2Tr)-n(1pl> U(J, g)q;>l)(U(J, g)q;>2' '11'2) 
'\J'x'\J' 

A generalization of this kind of kernel integral 
formula is possible for PTPR as shown by Hegerfeldt.8 

Consider, e.g., the PTP HI [Eq. (4.1)] and the corre­
sponding PTPR U1(f, g). Let 

(4.2) 

and let Wr == W(Jr) be the subspace of '\J as defined 
in Eq. (2.1), with dim Wr = N(r), say. By dNI we 
denote the Lebesgue measure in Wr induced by the 
scalar product (f, g). For any '11'1' q;>l, q;>2' '11'2 E HI, 
we put 

Ir( '11'1' q;>1' q;>2' '11'2) 

== r dNfd Ng(21T)-N(1p1 , U1(J, g)q;>l) 
JWrXWr 

x (U1(f, g)q;>2' q;>I)' 

Lemma 4.2: We have 

lim IrC1pI , q;>1' q;>2' '11'2) = ('11'1, '11'2>( q;>2' q;>I) 
r-+ co 

For a proof cf. Ref. 8. 
As an abbreviation, we put Ir(q;>, q;>, q;>, q;» == I,(q;». 

Let H be the tensor product of two Hilbert spaces 
HI and H 2 , 

H= H1 @H2 • 

For any vector 'II' E H one can choose sets of ortho­
normal vectors 1p~I) E HI and 1p~2) E H2 , i = 1,2, ... , 
such that 

'II' = I Ai1p?) @ 1p~2), Al ~ .1.2 ~ ••• ~ O. (4.3) 
i 

This decomposition is called a standard diagonal 
expansion9 of 'II' with respect to HI ® H 2 • 

Now suppose that the representations U1(f, g) and 
U2(/, g) are unitarily equivalent. Let T be the (iso­
metric) transformation establishing the equivalence 

U1(/, g)T = TU2(/, g). (4.4) 

Application of Lemma 4.2 to T1p° (where11'° reference 
vector of H2 and 11'11'°11 = 1) yields 

lim I,(T1p°) = II T1p°114 = 11'11'°11 4 = 1. (4.5) 
,-+00 

On the other hand, with Eq. (4.4), we have 

IrCT1p°) = r dNfd Ng(21T)-N I(T1p°, Uif, g)T1p°)1 2 
JW;'XWr 

= r dNfd Ng(21T)-N I(T1p0, TU2(J, g)1p°)1 2 

JWrXWr 

= r dNfd Ng(2Tr)-N 1('11'°, U2(J, g)1p°)1 2
• 

JWrXWr 
(4.6) 

The restriction of U2(f, g) to I, g E Wr is a representa­
tion of the CCR for N(r) degrees of freedom. There­
fore/ one can decompose H2 as 

and 
U2(f, g) = Uil, g) ® 1'; 

such that, for I, g E Wr , Ur(f, g) is irreducible in 
H(Jr)' In the standard diagonal expansion [cf. Eq. 
(4.3)] of '11'0, with respect to H(Jr) ® H'(Jr), 

1/l0 = ~ A('),/l.(J) ® 1/l'(J) A(r) > ,1(,) " ... > 0 
T k t Tt r '1'1, r' 1 _ 2 ~ _, 

i 
(4.7) 

one has, due to orthonormality, 

(4.8) 

Inserting Eq. (4.7) into (4.6) and noting that Ir is not 
only linear but also continuous in each argument for 
fixed4 r, one can extract the (possibly infinite) sums 
and obtains 

X <1p~(J,), 1pj(Jr» (1p~(Jr)' 1p~(Jr» 

x fWrxWrdNfdNg(21T)-N 

x ('11';(1,), Ur(f, g)1p;CJ,» 

x (Ur(f, g)1piJr), 1pM,». 

Applying Lemma 4.1 to the last integral, one gets 

Ir(T1p°) = 1 A~r) •. 
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Equations (4.7) and (4.8) imply 

Ir(T.,/) :::;; A~r)Z ! A!r)2 = Air)2. 
i 

Since Air) ::;; I, we have the inequality 

I,(T.,/) ::;; A~f')1 ::;; Air) ::;; 1. 

Together with Eq. (4.5), this implies 

lim Air) = 1. 
" .... 00 

Hence, there exists a subsequence {Ai"')} converging 
so fast that 

! (1 - ;.~r,» < 00. (4.9) 
t 

To each rt there corresponds an interval [cf. Eq. (4.2)] 

Jr, = {I, ... ,jt}. 

Consider the partition {Ks} and let [cf. Eq. (1.17)] 

Ks = {ks-1 + 1,'" ,ks}' ko = O. 

Without affecting the convergence in Eq. (4.9), we 
may further require that 

(a) no j, coincides with any ks, i.e., 

jt ¢ ks for all s, t, (4.10) 

(b) there falls at most one j between two successive 
k's, i.e., 

k. <h < k.-tl=>jt-tl > kS+l for all t. (4.11) 

Let L t = Ut-l + 1, ... ,jt}, jo = 0, and {L t : t = 
1,2, ., .} be the resulting partition. Denote by {Mn} 
the joint partition generated by {L t } and {Ks} , con­
sisting of all intervals of the form Lt n Ks. Owing 
to Eq. (4.11) we have for each K. either K. = Mn or 
K. = Mn U Mn+1 with a certain n = n(s). In the 
latter case, we can write H(Ks) = H(Mn) ® H(Mn-tl}. 
Consider the reference vector of H 2 , "Po = ®"P~, 

where "P~ E H(K.), and form the standard diagonal 
expansion of "P~ with respect to H(K.) = H(Mn} ® 
H(Mn-tl): 

"P~ = !,u!n)"Pi(Mn) ® "P;(Mn+l)' (4.12) 
i 

For each such n(s) (latter case), there is a correspond­
ing rt == rt(n) such that 

(4.13) 

Lemma 4.3: With A~r), ,u~n), and rt(n) as defined in 
Eqs. (4.7), (4.12), (4.13), we have 

Proof' Using Eq. (4.12), we get 

"Po = ®"P~, = (® "P~,) 
8'<8 

® (~,u~n)"Pi(Mn) ® "P;(Mn+1») ® (® "P~,) 
1 ,'>s 

= ~,u!n){( ® "P~,) ® "PlMn)} 
, 8'<8 

® {"P~(Mn+1) ® (.~s"P~)}· 
This is the standard diagonal expansion of "Po with 
respect to H2 = H(Jrt(n» ® H'(Jr,(n»' Comparing 
with Eq. (4.7), and noting that the standard diagonal 
expansion is (essentially) unique,9 we get the desired 
result. Certainly, we may write as well 

(4.14) 

because the correspondence is I-to-1. 
Let us fix a certain unit vector from each H(Mn) 

[cf. Eq. (4.12)]: 

-0 ° "Pn = "Ps(n)' if Mn = Ks(nl> 

= "Pl(Mn), if Mn U Mn+1 = Ks(n) , 

= "P{(Mn), if Mn- 1 U Mn = Ks(n)' (4.15) 

Let v(s) be the set of those n for which Mn is con­
tained in Ks [v(s) consists of one or two n's], i.e., 

v(s) = in: Mn S; K,}. 

Define 

tjJ0 = ® ( ® tjJ~) E ® H(K,). (4.16) 
s neP(~ • 

Lemma 4.4: flO, as defined in Eq. (4.16), is equiva­
lent to the reference vector "Po. 

Proof' Whenever v(s) consists of one n only, we 
have 

111)0 'x" 1jjO\ = l' 
\ TB' ICJ Tnl ' 

neV(,) 

and if v(s) contains two elements [cf. Eqs. (4.12) and 
(4.15)], 

1,,,0 'x" 1j)0\ = ,u(n(s» 
\

TI' ICJ Tnl 1 • 
nev(,) 

Lemma 4.3 [Eq. (4.14)] and Eq. (4.9) then imply 

! II "P~' ® fl~ \ - 11 = 2 (1 - ,uin(",))) 
• \ neVIs) 1 t 

= 2 (1 - Air/» < 00. 
t 

That is the equivalence of tjJ0 and "Po, hence tjJ0 E Ha. 
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Owing to the irreducibility of Uz(f, g), 

M = {V/ :1p' = Uz(/, g)ip0,j, g E 'lJ} 

is a total set in Hz, and all1p' E Mare factorizable in 
a certain way 

1p' = ® ( ® 1p~), 1p~ E H(Mn), for all 1p' EM. 
s neVIs) 

Thus, we can define 

T1p' == T ® ( ® 1p~) = ® 1p~, for all 1p' EM. 
• nevIs) n 

(4.17) 

This T extends by linearity and continuity to an 
isometric isomorphism,3 mapping Hz onto 

Jez = ®(®Vi"O) H(Mn). 
n 

U~(/, g) = TUz(f, g)T* is obviously a PTPR and 
unitary equivalent to U2(/, g). Let 

N(t) = {n:Mn S;; L t }, 

R(t) = {r: Ir S;; L t }. (4.18) 

With these notations, Theorem 3.1 applies and yields 

I 11\1 ® 'P~' ® ip~/\I- 11 < 00. (4.19) 
reR(t) ncN(t) 

If, on the other hand (without assuming unitary 
equivalence of UI and Uz), 

lim A.ir ) = 1 
r-+co 

holds, where A.~r) is defined as in Eq. (4.7), we can 
choose a subsequence satisfying Eqs. (4.9)-(4.11). So 
we may construct a new reference vector as defined in 
Eqs. (4.15) and (4.16) (cf. Lemma 4.4). Furthermore, 
if Eq. (4.19) holds, we know by Theorem 3.1 that 
UI(f, g) and Uz(j, g) are unitary equivalent. We 
summarize these results as follows. 

Theorem 4.1: Let HI and Hz be PTP as defined in 
Eq. (4.1) and UI (/, g), Uz(f, g), respectively, the 
corresponding PTPR. Let A.~r) be defined by Eq. (4.7). 

UI (/, g) and Uz(f, g) are unitarily equivalent if and 
only if 

r-+co 

and [ip0 defined in (4.15) and (4.16), and N(t) and R(t) 
in (4.18)] 

I \ \\1 ® 'P~' ® ip~/\I- 1\ < 00. 
t reR(t) neN(t) 

5. CONCLUSION 

It turned out that the only operators needed to 
transform one PTPR into another unitary equivalent 
one were 

(a) the unitary operator depending on a sequence 
of complex numbers [cf. Eq. (2.4)], 

(b) the isomorphisms generated by 
(1) setting parentheses [cf. Eq. (3.1)], 
(2) omitting parentheses [cf. Eq. (4.17)]. 

If we call them "trivial transformations," we may 
summarize as follows. If two PTPR with respect to 
the same basis of the test-function space are unitary 
equivalent, then the operator establishing the unitary 
equivalence is a product of trivial transformations. 
Needless to say, all representations obtained by 
applying these trivial transformations are unitary 
equivalent. 
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Various representations are considered for 2- and 3-dimensional electromagnetic wavefunctions in 
uniformly moving media. Rather than solving the relevant wave equation for the fields, the present 
formalism exploits the transformation formulas for plane waves in moving media, and as a starting point 
a spectral (plane-wave) representation is constructed. The procedure applies to arbitrary orders of p, but 
for simplicity only first-order velocity effects are considered in detail. Then, similarly to the velocity­
independent problem, waves in uniformly moving media are represented in terms of complex integrals, 
special function series, inverse-distance differential-operator series, and surface integrals. Since familiar 
~orms and functions are used, the present representations are extensions of the corresponding velocity­
mdependent expressions. The latter are available at any given stage by letting the velocity vanish or by 
replacing the moving medium by free space. Scattering by circular cylinders and spheres is considered, 
and results are specialized to the case of thin cylinders; the new velocity effects introduce additional 
m'ultipole terms. The original wavefunctions are transformed into the frame of reference of the medium 
at rest. Scattering by arbitrary objects moving in free space follows as a special case. 

1. INTRODUCTION AND PRELIMINARY 
CONSIDERATIONS 

The problem of scattering of a plane wave at a plane 
interface has been discussed1 recently. Thus, as one 
logical extension of the plane interface problem, 
Censor2 considers the problem of a cylinder of arbi­
trary cross section moving along its axis. A similar 
problem is discussed by Kong and Cheng.3 Another 
relevant case is scattering by a rotating cylinder, which 
has been investigated to the first order in the velocity 
by Censor and Nathan.4 Recently, the author was 
informed that similar results were previously derived 
by Tai. 5 Another class of problems, corresponding to 
the moving half-space, involves objects at rest with 
respect to the surrounding medium, moving relative 
to the observer. The limiting case of objects moving in 
free space has been discussed previously.6 The far­
field cases for moving cylinders and conducting spheres 
have been studied by Lee and Mittra7 and Restrick,8 
respectively. For this class of problems, Einstein's9 
prescription can be used: the incident wave is trans­
formed into the scatterer's frame of reference, the 
problem is solved there, and the results are transformed 
back into the observer's frame. 

Presently, we consider the 2- and 3-dimensional 
problems of scattering in moving media. In general, 
such a problem consists of two interdependent parts, 
one being the fluid-dynamical interaction of the scat­
terer with the medi urn and the other the electromagnetic 
problem. An exact treatment would involve regions 
in the vicinity of the object where the motion of the 
medium is nonuniform. Special cases involving non­
uniform motion, to the first order in the velocity, have 

been discussed earlier by Censor and Nathan,4 and 
Censor. lO •l1 The present formalism, which does not 
take general relativity into account, is adequate for 
scattering and propagation problems in regions of 
uniform velocity only. The first-order analysis of this 
formalism has been introduced before.12 Note that, 
for problems of objects moving relative to the medium, 
Einstein's method fails, since it is not feasible to define 
a frame of reference in which both the medium and 
the object are at rest. Seto13 discusses the wave equa­
tion in moving media and cites earlier references. 
Since it is shown there that the separability of this 
equation is very poor, the present approach is different. 
Rather than trying to solve the equation for the cases 
at hand, a solution is constructed as a spectral 
(plane-wave) representation, in a manner similar to 
that described by Stratton,14 and then recast in terms 
of applicable forms, e.g., special-functions series, or 
inverse-distance power series. 

In order to extend velocity-independent results to 
the problem of moving media, the relativistic trans­
formation formulas for the various parameters of a 
plane electromagnetic wave are given. See Ref. 1 for a 
more detailed derivation and references. A plane 
electromagnetic wave 

c:f> =fiA
, 

A = k· r - wt (1) 

is defined in r, the frame of reference of the medium 
at rest, where c:f> stands for an E or H field, 1= If I 
and f = fll are the amplitude and direction of polari­
zation, respectively, and A is the phase. Consider a 

1968 
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second frame r'. Viewed from r, the origin of r' is 
seen to move with a velocity v = v{Jc, where c is the 
velocity of light in free space. For an observer in r', 
the relativistic transformation formulas yield 

<P' = f'e iA
', 

f' = F· f, 
F = [(1 - y)v + yBi{]v + y(1 - Bv • i{)I, (2) 

B = vjC, Y = (1 - {J2)-!, 

Substituting the Lorentz transformation in A and 
collecting terms, we get 

A' = A = k'· r' - w't', 

w' = yw(I - Bv • i{) == yw(l - B cos oc), 

k' = K . k = {I -v[(1 - y)v + yvi{Cje2]} • k, (3) 

k' = Ik'i = ky(I - {J2 sin2 oc - 2{JC cos oc je 

+ {J2C2jc2)t. 

The direction of propagation transforms according to 

tan oc' = (sin oc)jy(cos oc - vCje2). (4) 

Writing k' = w' jC' specifies a transformation for the 
phase velocity, namely, 

C' = (C - v cos oc)j 

(1 - {J2 sin2 oc - 2{JC cos oc je + {J2C2je2)t. (5) 

By means of (5), the relation for the direction of 
propagation may be written in a form needed in the 
sequel 

cos oc' = C'(cos oc - {JCje)j(C - v cos oc). (6) 

In free space there is no preferred frame of reference; 
hence, inverse transformation formulas are obtained 
simply by exchanging primed and unprimed symbols 
and replacing v by -v, but in the present case this is 
not self-evident. Because of the symmetry of A [Eqs. 
(1) and (3) with respect to primed and unprimed 
quantities], the inverse transformations must have the 
same structure and follow from (3)-(6) according to 
the above prescription. Similarly to (2), for the ampli­
tude we define 

f = F' • f', F • F' = I, 

F' = F-I = [(y - l)vv - yBi{v + l]jy(1 - Bv· i{) 

= [(1 - y)v - yvk'jC']v + y(I + v· i{'jC')1. (7) 

2. WAVES IN MOVING MEDIA 

Two Dimensions 

The general 2-dimensional solution for time-har­
monic waves in moving media is constructed by 
superposing plane electromagnetic waves (2) polarized 
in the z direction such that in r' they possess a fre-

quency w'. An amplitude g(oc) is associated with each 
component wave propagating in direction oc. The 
reference direction is taken as V. This yields, in r', 

, I ik'(r')r' cos (8'-r')-iro't' ( ') dT' 1p = e gT -, 
7T 

(8) 

where the contour of integration will be determined 
subsequently. In order that the integrand be a solution 
in r, the propagation constant must satisfy 

k'(r') = W'jC'(T'), (9) 

where C'(r') is given by (5). The inverse transforma­
tion formula of (5), with oc, C, and v replaced by oc', 
C', and -v, yields IjC'(T') as a solution of a second­
order algebraic equation 

IjC'(T') = {AI ± [A~ + (1 - {J2C2je2)A2]f}jA2' 

Al = {J(e - C2je) cos T', (10) 

A2 = {J2(C2 - e2) cos2 T' + C2jy2. 

By substituting {J = 0, it becomes clear that the 
positive sign of the square root should be retained, 
leading to C' = C. In order to recast (8) in terms of 
previously given forms, we proceed by expanding (10) 
as a Taylor series in powers of p: 

1p' = I exp {iKr' cos (0' - T') 

X [exp (pOp)CjC'lp~o] - iw't'}g(r') dr'j7T, 

K = w'jC, 

exp (pap) = 1 + {Jop + (lj2!){J2o~ + ... , 

pop(C,)1 = p(.£ _ f) cos T' == V cos T', (11) 
C p~o C e 

o;(C,)1 = 1 _ C2

2 

C p~o e 

_ cos2 T' (1 _ 2e
2 

+ C
2

) etc. 
C2 e2

' 

In the sequel, only the first-order velocity effects will 
be considered in detail. Higher-order terms are avail­
able by means of the same procedures; however, the 
expressions become cumbersome. Equation (11) now 
contains 

cos (0' - T') cos T' = Hcos 0' + cos (0' - 2r')] 

(12) 

in the exponent. Exploiting the representation of a 
plane wave in terms of cylindrical wavefunctions, we 
continue in a manner similar to Stratton. IS This yields 

00 

, fiKr'V c088'-iw'/' '" 1p=e £.. 
n=-oo m=-co 

X H n _ 2m(Kr')JmCiKr'V). (13) 
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At large distances r' ,...., 00, Eq. (13) yields 

tp' ,....., Je(Kr')e;KrT cos9'-i""t'g«(}'). (14) 

where Je(Kr') = (2ji7TKr')teiKr'. The same result can 
be obtained from (11) to the first order in p by using 
the method of stationary phase, assuming that 
eiKr'veo8T' is a slowly varying function. Consequently, 
if ' f{J is measured in the far field and only first-order 
velocity effects are of importance, g«(}') can be derived 
from (14), and a Fourier analysis yields the coefficients 
a". Since (13) is adequate for low velocities, it is 
expected that, for scatterers not too large with respect 
to wavelength, Kr'V will be a small number. Hence, 
J m(!Kr'V) is expanded near the origin and only first­
order velocity effects are retained. This implies that 
only the leading terms of Jo, J1 , and J -1 are significant. 
Alternatively, the same results are obtained by re­
casting the exponential (11) as a Taylor series in 
powers of p and keeping only the first-order velocity­
dependent term: 

tp' = J eiKr' cos (6'-T')-i",'I' 

X [1 + iK r' V cos «()' - T') cos T']g( T') dT' 
7T 

= f g(1 + r'V cos T'iJr,)eiKr' COR (9'-T')-i""t' ~' 

00 

= I i"a"ei"9'[H,, + tiKr'V(ei9'H~+l - e-i9'H~_1)] 
1'1=-00 

00 

= I i"ei "9,[a nH,, + !(an-l + a"+l)Kr'VH~]. 
1'1==-00 

(15) 

where the primed Hankel functions are differentiated 
with respect to the argument Kr'. For fJ = 0, the 
coefficients an are presumably known. Here, they are 
expected to be velocity dependent (as shown for 
special cases subsequently). Another complication 
results from the coupling of the different terms of the 
series, i.e., the fact that the term containing ein9' 
involves an' a,,_I' and an+l' However, as long as the 
first order of Kr' V is considered, the effect is limited 
to adjacent terms. For higher-order velocity effects, 
the coupling will be stronger. 

In (13), jn-2mH,,_2m can be replaced by the operator 
Je(Kr')!D, given by Twersky,IS acting on! .. e(n-2m19an . 
This leads to 

tp' ,....., etiKr'VCOS9'-iw't'Je(Kr') 
00 

x ! i m.J m(!Kr'V)eim9'!D[e-2im9'g«(}')], 
m=-OO 

!Dg«(}') 

= ! (1 + 4iJ2)(9 + 4iJ2) •.. [(2m - 1)2 + 4iJ2] «()') 
m=O (iSKr'rm! g , 

iJ 
iJ == iJ()' (16) 

If only the first power of Kr'Vis of significance, then 
(15) or (16) yields 

tp' ,...., Je(Kr')e-i""t,[(1 + tiKr'V cos (}')!Dg«(}') 

+ tKr'V cos (}'!D cos 2(}'g«(}') 

+ tiKr'V sin (}'!D sin 2(}'g«(}')]. (17) 

The exact (with respect to r') 2-dimensional repre­
sentationl ? follows from (I 7) in a straightforward way. 
since cos 2(}' and sin 2(}' are periodic in 7T. 

Equation (13) may be rewritten in terms of the sur­
face-integral representation. IS Since 

ei( n-2m)9 H .. -2m (Kr) 

is a formal solution in r, to the fir~t order in the ve­
locity, (13) yields 

X eim9'{Ho(K Ir' - p'!); tp;"(p')}, 

tp;" = I a"i,,-2mei9'(,,-2m)Hn_2m(Kr'), 
n 

{Ho(K Ir' - p'!); tp(p)} 

= :i f [Ho(K Ir' - p'l)iJ"tp(p') 

- tp(p)iJ"Ho(K Ir' - p'!)] ds(p'). 

(IS) 

Each term in braces satisfies the Sommerfeld18 radia­
tion condition. Therefore, the problem is determined 
uniquely by the tangential E and H fields on an arbi­
trary surface enclosing the scatterer, as in the velocity­
independent case. Again, if Kr' V is small enough for a 
given surface, only the leading terms of Jo, J -1' and 
J1 are retained. 

Three Dimensions 

In three dimensions we start with the analog of (8): 

~' = J eik'(&')&'.r'-i""t'g(,') d
2
':;, • 

J do'p == J~lTdP Soh-ioo 

sin T dT, (19) 

where '({J, T) is a complex unit vector specified by (J 
and T. 

By taking the velocity along the polar axis, (9) and 
(10) are valid; hence, k'(~') = k'(T') in (19). As 
in (11), l/C'(T') is expanded in powers of {J. and, 
for simplicity, only the first-order velocity effect is 
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retained. In analogy to (12), we have here 

cos 'T'~' • ~' = sin 'T' cos 'T' cos (~' - (J') 

+ cos2 'T' cos 0' 

= t cos 0' + t sin 2'T' sin 0' cos (~' - (J') 

+ t cos 2'T' cos 0'. (20) 

The representation of a scalar plane wave in terms of 
spherical wavefunctions (see Stratton19

) yields 

00 " 
'" = elKr'v COS8'-ico't'! ! i"j,,(tKr'V) 

n=O m=-ft 

X {n, Iml}p~ml(cos O')eim.p' 

x f eiKf .... 'p~ml(cos 2'T')e-imp'g(~') d~:, , 

{n, m} = (n - m)!j(n + m)!. (21) 

For the 2-dimensional case, a new scattering amplitude 
has been defined so that (13) could be derived. Using 
forms given by Friedman and Russek,20 one could 
work with the Cartesian components of g, noting that 
the Cartesian components of "" satisfy the scalar wave 
equation. The complex-integral representation can 
then be replaced by series representation for these 
components. However, this would be oflittle value for 
the subsequent scattering problems. Assuming that 
the functions following exp (iK~' • r') in (21) are 
slowly varying, the method of stationary phase yields 
for the far field the analog of (14): 

"" ,...., h(Kr')eiKr'V COS8'-ico't'g(i'), (22) 

where h(Kr') = eiKr'jiKr' = h~ll(Kr'). Similarly to the 
2-dimensional case, there is a first-order velocity 
effect in the phase at large distances. g(i') can be 
decided from far-field measurements. 

Similarly to the 2-dimensional case, we expect Kr' V 
to be small enough on the surface of the scatterers, 
such that terms of order (Kr'V)2 are negligible. Thus, 
for the analog of (15), we start with 

"" = f g(l + r'V cos 'T'Or,)iK~'.r'-ico't' d2~" (23) 

In order to derive the special-functions series repre­
sentation analogous to (15), g* = cos Og(i) must be 
recast in terms of vector spherical harmonics C;:', B;:', 
P!:, .21 This has been derived6,12 in connection with 
objects moving in free space: 

g* =! (C::'c:m + B::'b:m + P::'P!m), 
",m 

C!m = [Al(m, n - 1) + A3(m, n - 1)]C,,_I.m 

+ [A2(m, n + 1) + Aim, n + 1)]c"+l.m 

+ As(m, n)bnm' 

b!m = [Al(m, n - 1) + A3(m, n - 1)]bn-l,m 

+ [A2(m, n + 1) + Aim, n + l)]b"+l.m 

+ As(m, n)c"m, 

P!m = Al(m, n - I)P,,-l,m + A2(m, n + I)P,,+l,m, 

n - m + 1 
Al(m, n) = , 

2n + 1 
(24) 

n + m A2(m, n) = -- , 
2n + 1 

A() n+l-m 
3 m, n = - (2n + 1)(n + 1) , 

A (m n) _ n + m 
4 , - n(2n + 1)' 

im 
A (m n) ----

s , - n(n + 1) 

Hence, the analog of (15) for the 3-dimensional case is 

".m 
- i(b"m + b!mVr'or,)N"m 

- i(Pnm + P!mVr'or,)Lnm] 

== ("'~ + Vr'or''''~)' (25) 

which involves the propagation constant K = w' je. 
The analog of (16) is 

"" = elKr'v COS8'-iCO't'h(Kr') 

X ! i"j,,(tKr'V){n, Iml}p~ml(cos 0') 
".m 

X eim.p'~. p~ml(cos 20')e-im.pg(~'), (26) 

where ~ is the operator given by Twersky.21 Similarly 
to (17), for small values of Kr' V only n = -1, 0, and 
I are significant in (26). In (25), "'~ and "'~ are both 
solutions of the conventional vector wave equation. 
This implies the argument following Eq. (18), to the 
first order in KVr'. 

3. SCATTERING PROBLEMS IN MOVING 
MEDIA 

It was pointed out in the Introduction that the 
present formalism is valid in regions of uniformly 
moving media only. Hence, in the case of objects 
immersed in moving media and perturbing their 
uniform flow, the method fails. In many cases, the 
regions of nonuniform motion are localized in the 
vicinity of the objects, and for all practical purposes 
the velocity is uniform for Ir'l > Ir~l. If the velocity 
v = vCr') in the region Ir'l < Ir~1 is time independent, 
but otherwise arbitrary, then there are no moving 
boundary surfaces present; hence there are no Doppler 
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frequency shifts and the frequency is preserved every­
where. For such a case it is heuristically assumed that 
at large distances the fields reduce to (14) and (22) for 
the 2- and 3-dimensional cases, respectively. The 
following argument is used. The region internal with 
respect to the surface Ir~1 is assumed to be an arbitrary 
time-invariant "object," immersed in a uniformly 
moving medium. The boundary conditions, namely, 
the continuity of the tangential electric and magnetic 
field across the surface, are derived from Maxwell's 
equations without reference to the constitutive rela­
tions. Therefore, in principle, the solution of the 
boundary-value problem at an arbitrary surface 
Ir/l > Ir/l would yield the coefficients an [Eq. (15)] or 
the corr~sponding cnm ' c~m' etc. [Eq. (25)]. If g(e') 
[Eq: (14)] or g(r/) [Eq. (22)] are found from far-field 
measurements, orthogonality relations can be exploited 
to find the coefficients. Knowing the scattering ampli­
tude, we can use the various representations, e.g., 
(15) and (17), and the corresponding equations (25) 
and (26) in three dimensions to describe the field 
everywhere in the region Ir/l > Ir~l. 

Furthermore, there exists a class of problems in­
volving scattering by objects immersed in uniformly 
moving media which might be of importance for 
applications. One such problem has been considered 
before,! and deals with the performance of a para­
bolic reflector immersed in a moving medium. More 
generally, one may consider scatterers made of artifi­
cial dielectrics (see, for example, Collin,22 and Golden 
and Smith23). In this case, the artificial medium of the 
scatterers is made of a large number of conducting 
obstacles, with spacing and dimensions small with 
respect to wavelength. If the number of obstacles per 
unit volume is large, it will be assumed that the 
supporting medium has little effect, and the cons~itutive 
relations are determined by the configuratIon of 
obstacles only. If the artificial medium offers little 
resistance to the flowofthe external medium, then, as 
far as the electromagnetic problem is concerned, we 
deal with a uniformly moving medium terminating 
on the surface of a homogeneous isotropic scatterer. 
For example; consider a metallic mesh with holes 
small with respect to wavelength. For the electro­
magnetic problem, if the holes are small enough, the 
surface will act as a "Faraday cage," i.e., as a perfect­
conductor shielding. At the same time, the medium 
may flow through it; hence, the electromagnetic 
problem involves a uniformly moving me?ium ter­
minating on the surface of the scatterer. In VIew of the 
above arguments, we subsequently consider the general 
problem of homogeneous and i~otropic. scatterers 
immersed in simple uniformly movmg medIa. 

Scattering by a Circular Cylinder 

For the 2-dimensional scattering problem, consider 
a circular cylinder at rest in r /, its axis oriented in the 
z direction, perpendicular to the velocity v = vi. The 
incident wave is a proper plane wave in r of 
the medium at rest. For simplicity, its direction of 
propagation is taken as t{ = t{' = Y. It follows from 
(2) that a plane wave, propagating perpendicularly 
to z polarized transverse magnetic or transverse electric 
with respect to Y, retains these properties both in r 
and r'o Hence, the incident wave is given by (2), with 
I' = z, 

00 

~' = 4>'z = zeik'a:'-iru't' = z I inJ n(klr')einB'-iru't: 
n=-oo 

(27) 
The wave inside the scatterer is 

00 

'f = I inbJ n(Kr')einB'-iru't; 
n=-oo 

K = W'/CI , C1 = (,u1€1)-1, (28) 

where K, CI , etc., apply inside the scatterer. The 
scattered field is specified by (15), exact to the first 
order in the velocity. The associated fields perpendic­
ular to z are found by application of Maxwell's 
equation to (15), (27), and (28) and substitution of 
the Minkowski constitutive relations (for theory and 
references see Sommerfeld24 and Tai25). To the first 
order in (3, this yields 

V* X E' = iwl,uH/, 

V* x H' = -iw€E/, 

V* = V + iw' A, A = (C;2 - c-2)v, (29) 

A = IAI = VICe, 

Ce = (,ue€e)-l, c = (,uo€o)-l, 

where,ue and €e are measured in the external region in 
rand V* is a special case of the extended V operator 
investigated by Nathan and Censor.26 In the sequel, V 
and A are distinguished [although they are related in a 
simple manner by (29)] in order to be able to trace 
back the effect of V, resulting from the wavefunction 
(15), and the one introduced via the boundary con­
ditions by means of A. Consequently, the continuity 
of the tangential electric and magnetic fields prescribes 
the following boundary conditions at r' = p, the 
surface of the circular cylinder: 

4>' + "P' = 'f, 

(or' - iw'A cos ()')( 4>' + "P') = aor,'f, (30) 

where a = ,ue/,ul' €e/€i for E', H' polarization, respec­
tively. Keeping first-order (3 terms only, E~. (30) and 
the orthogonality of (15), (27), and (28) WIth respect 
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to einO' yield 

Jik'p) + anHiKp) + !(an- I + anH)KVpH~(Kp) = bnJiKp), (31a) 

J~(k'p)(k' - 2w'A) + anKH~(Kp) + !an_I{[K2pVH~(Kp)]' + 2w'AHn_I(Kp)} 

+ !anH{[K2pVH~(Kp)]' - 2w'AHnH(Kp)} = KabnJ~(KP). (31b) 

Now, if we eliminate bn, this yields an in terms of anH' an-I. Increasing and decreasing index n by one, 
we can calculate the velocity-independent part of anH , an-I. This yields 

KaJ~(Kp)Hn(Kp) 

+!An±I(Jn(Kp){[K2pVH~(Kp)]' ± 2w'AHn±lKp)} - KaJ~(Kp)KV pH~(Kp» 
x , 

-KJn(Kp)H~(Kp) 

where in the numerator of an both An+1 and - and 
An_1 and + appear; AnH and A n_1 are given in the 
second expression with the top or bottom signs, 
respectively. For fJ = 0, K = k', or for C = c, i.e., 
free space, V = 0, and A = 0, Eq. (32) reduces to the 
velocity-independent case of scattering by a cylinder. 
Clear-air scattering, i.e., the case of the scatterer and 
the external moving medium having the same con­
stitutive constants in their proper frames of reference, 
has been considered by Censor and Nathan,4 and 
Censor.1.2.n For completeness, consider the present 
case: (32) yields 

-2w'AJ~(Kp)JnCKp) a = _____ --"CO-.-'-'--..:::..o..--'-''---__ 

n K[J~(Kp)Hn(Kp) - In(Kp)H~(Kp)] 

= -!ipw'A[J!(Kp)]'. (33) 

The case of a perfect conducting cylinder and E 
polarization is provided by 4>' + 1p' = 0; hence, Eq. 
(31a) is considered with bn = 0, yielding 

an = -[In(k'p) 

- !(An- I + AnH)KV pH~(Kp)]/Hn(Kp), 

An±1 = -In±1(Kp)/Hn±1(Kp). (34) 

(32) 

been considered by Twersky27 for the velocity-inde­
pendent case, by expanding the forms corresponding 
to (32), (34), and (35), near the origin p ,....., ° (Twersky 
develops a 2-space formalism, and the following 
forms are specialized to the conventional I-space 
problems). Thus, for perfectly conducting thin cylin­
ders and E polarization, 

ao = -i7T[2In (2/bkp)], b = 1.781 ... , 

n = 1, 2, . . .. (36) 

For H polarization, 

ao = -i7T(!kp)2, 

an = i7T(!kp)2n/(n!)2, n = 1,2,···. (37) 

Hence, for E polarization the monopole term is pre­
dominant, and for H polarization ao and al are of the 
same power in p. Therefore, the monopole and dipole 
terms are predominant. For thin dielectric circular 
cylinders, the E polarized wave produces 

(38) 
For H polarization, consider Eq. (31b) with bn = O. 
Then For H polarization, 

an = -(J~(k'p)(k' - 2w'A) 

+ !An_I{[K2pVH~(Kp)]' + 2w'AHn_I(Kp)} 

+ !An+l{[K2pVH~(Kp)]' 
- 2w'AHn+l(Kp)})/KH~(Kp), 

(35) 

Again, either C. = c or fJ = ° reduces (34)-(35) to 
the velocity-independent result of scattering by a 
perfectly conducting cylinder. Thin scatterers have 

al = i7T(!kp)2[(€i/€e) - l]/[(€J€e) + 1], 

ao ex: p4, an ex: p2n, n = 2,3, . . . . (39) 

Therefore, in (38) and (39), the monopole and dipole 
terms, respectively, predominate. Near the origin, (35) 
becomes 

(40) 

an ex: p2n, n = 1,2, ... , 
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regardless of polarization. Hence, in (15), n = - 1, 0, 
and 1 terms must be taken into account, and we have a 
monopole plus dipole field. In (34), the An±1 are the 
forms obtained for a medium at rest; hence, they are 
given by inspection of (36). Consequently, (34) yields 

ao = -i1T[2 In (2/6Kp)], 

(41) 

where the an, n ;;:: 2, are negligible. Therefore, the 
effect of the velocity is to introduce a dipole term of 
the first order in p, similarly to (40), but in (40) the 
zero-order velocity effect vanishes. Now consider (35) 
for the H polarization and thin cylinders. Note that 
An±l [Eq. (35)] is the expression obtained for the 
corresponding velocity independent problem. There­
fore, p "" 0 is given by (37). Thus, (35) yields 

ao = -i1T(ik'p)2, 

a1 = i1T(!Kp)2[(l/K)(k' - 2ro'A) - iV), (42) 

a2 = Vi1T(iKp)2, 

and the higher multipoles are negligible. Equation (32) 
may be subjected to a similar treatment, noting that 
An±l are given by (38) and (39) for dielectric cylinders 
and E and H polarization, respectively. Again, velo­
city effects appear and produce higher multipoles of 
first order in the velocity. 

The significance of these results is that they are 
expected to be relevant for arbitrary thin cylinders in 
moving media which are not uniform in the vicinity of 
the scatterer. The velocity effects are introduced via 
V and A: The first is part of the wavefunction, e.g., 
(15), and the latter results from the boundary condi­
tions at the surface of the scatterer. For an arbitrary 
scatterer perturbing the flow in its vicinity, we still 
expect V type effects to be present, in addition to other 
effects that might be present because of the velocity at 
the surface. For an impenetrable object, where the 
medium at the surface must move tangentially, we 
expect velocity effects introduced by the boundary 
conditions. The effect of the direction of the flow with 
respect to the surface has been discussed before,u·l 
For a medium moving tangent to the surface, we 
expect the largest boundary-condition-type velocity 
effects. 

Scattering by a Sphere 

Theory and references for scattering of a plane 
electromagnetic wave by an arbitrary refractive sphere 
are given by Stratton. 2S For simplicity, the direction of 
propagation ofthe incident plane wave is taken parallel 
to the velocity, 2 = v. However, there is some loss of 
generality, since this is the only case where a plane 
wave is transversal both in rand r'. [See Eq. (2).] 

Thus, for an arbitrary plane wave in r' we have 
longitudinal field components. Similarly to Stratton,28 
the incident plane wave is recast in terms of vector 
spherical waves: 

../..' _ A ik'z'-i(iJ't' 
'l'E -Ae 

-'(iJ't'~.n 2n + 1 
=e ""l 

n=l n(n + 1) 

X [~Coln.l(r') - iRceln.l(r')] 

= e-i(iJ't'~ in 2n + 1 (1m ~ _ iRe R ) 
"" (+ 1) n.t n.l n=l n n 

= ie-i(iJ't'I in+! 2n + 1 (_(~ + R ) 
n=l n(n + 1) n.l n,l 

+ (n + I)! (R _ ~ ) 
(n _ I)! n,-l n.-t) , (43) 

where the indices (e) and (0) denote the even and odd 
functions, respectively, 1m and Re denote the imag­
inary and real parts (this applies to real arguments 
only), and the bar signifies the jn(k'r') nonsingular 
spherical Bessel functions. The reason for keeping the 
m = 1 and m = -1 terms in (43) and subsequently is 
due to the fact that, in (24), Cnm and b nm are coupled, 
i.e., both the even and odd functions are needed for 
both M and N waves, in contradistinction to the 
velocity-independent case. In view of (43), the internal 
field 'I' E is given by 

m = ±1, 

(44) 

where (i) designates coefficients relevant to the internal 
region and the bar signifies the jn(Kr') functions, with 
propagation constant K. The scattered field is given 
by (25) with m = ± 1 and Lnm = O. Exploiting (29), 
we derive the boundary conditions similar to (30): 

r' x (<I>' + ~') = r' x '1', (4Sa) 

t' x [(V + iro'Ar' cos ()') x (<1>' + ~')] 
= ai' x V x '1', (45b) 

at the surface of the sphere r' = p. The V x operation 
has the effect of turning the Mnm and N nm functions 
into kNnm and kMnm , respectively. Multiplying <1>' by 
cos ()' is equivalent to differentiating (43) with respect 
to ik'r'. Multiplying~' by cos ()' affects only the parts 
independent of V and is prescribed by (24). The effect 
of the i' x [i' x ... ) operation is to eliminate the p~ 
functions and to invert the sign. Consequently, (45) 
and the orthogonality relations lead to the following 
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set of algebraic equations for the coefficients: Eq. 
(4Sa) yields 

_{ 1 } i(2n + 1) jn(k' p) 
(n + l)!/(n - I)! 2n(n + 1) 

+ (Cn.±l + C!.±lV pOp)hn(Kp) 

= C~i.~ljiKp), (46a) 

{ 
1 } (2n + 1) °k'P [k' pjn(k' p)] 

(n + l)!/(n - 1)! 2n(n + 1) k'p 

* OKP + (bn.±l + bn,±lVpOp) Kp [Kphn(Kp)] 

b (!) OKP [ • ( )] = n.±l- KPln Kp , (46b) 
Kp 

where the top or bottom expression in braces is con­
sidered with the corresponding m = 1 or m = -1, 
respectively. Equation (4Sb) prescribes 

{
I} i(2n + 1) (k' T OJ'Aok,p) Ok'P 

(n + 1)!/(n - I)! 2n(n + 1) k'p 

x [k'pjik'p)] - OJ'A(Cn_1,±lhn_1(KP) 

X [A1(±1, n - 1) + As(±l, n - 1)] 

- cn+1.±1hn+1(Kp)[A2(±1, n + 1) + Ai±1, n + 1)] 

+ bn,±l ~K; [Kphn(Kp)]A5(±1, n») 

- K(Cn.±l + C!.±lV pap) ~K; [Kphn(kp)] 

- OiCn.±l + C!.±lV pOp)hn(Kp) 

(l) 0 KP [ • ( )] = -KaCn.±l - KPln Kp , 
Kp 

{ 
-1 } i(2n + 1) (k' T OJ'Aok'p)jik'p) 

(n + 1)!/(n - 1)! 2n(n + 1) 

- jOJ'A( -bn-1.±1 ~.zr; [Kphn_1(Kp)](Al + As) 

+ bn-1.±l ~; [Kphn+1(Kp)](A2 + A4) 

+ Cnmhn(KP)A5) - iK(b .. ,:!:1 + b!.±IV pOp)hn(Kp) 

+ iOp(bn.±l + b!.±lV pap) :X-: [KphiKp)] 

• b(i) . ( ) = -IKa n.±IJn Kp , (47) 

where m and n in AI' etc., are the same in the two 
expressions (47). The solution of (46) and (47) for the 
coefficients is cumbersome, although straightforward. 
As for the cylinder case, coupling of coefficients is 

eliminated by substituting adjacent terms. The case of 
a perfectly conducting sphere is given by (46) with C(i), 
b(i) = O. This is a relatively simple case. Equations 
(46a) and (46b) yield Cn.±l and bn,±l in terms of velo­
city-dependent Cn-l.±I, Cn+1.±l' bn.±l' and bn-1,±l' 

bn+1.±l, Cn.±l' respectively. The velocity-dependent 
coefficients are eliminated by substituting the zeroth­
order terms of the relevant adjacent terms. 

4. MOVING OBJECTS 

The results obtained in r' , at rest with respect to the 
object, may be transformed into an arbitrary frame 
of reference, giving account of scattering by moving 
objects. Two cases of interest are discussed using 
essentially the same procedure. First, consider the 
external medium in r' to be at rest with respect to the 
scatterer. Then for an arbitrary observer we deal with 
a scatterer moving together with the surrounding 
medium. Secondly, we consider the problems of a 
scatterer moving in a medium at rest. The two prob­
lems are combined by transforming (8) and (19) into 
an arbitrary frame of reference, moving with a velocity 
v" with respect to r. The case v = 0 and arbitrary v" 
yields the results for the first problem; v" = -v leads 
to the solution of the second one. In free space, the 
two problems lead to the same results obtained 
previously. 6 

Two Dimensions 

According to (31), the phase is an invariant, and is 
left in (8) in terms of r' coordinates. The amplitude is 
transformed by applying F", given by (2), with y", v", 
and k'. For a field polarized normal to v" this yields 

" "f ik'(,')r' cos (8'-")-i""t'(1 v" ,) ( ') dT' "I' = Y e - - cos T g T -. 
C' 17 

(48) 

For the first problem, i.e., v = 0 and arbitrary v", we 
get 

00 

"1''' = 1 jnbnHn(k'r')ein8'-i",'t', 
n=-oo 

bn = y"[an - (v"/C)(an_1 + an+1)]' (49) 

where the an are the coefficients of g(O'). This is a rela­
tivistically exact form. Since it has the same structure 
as (28), other representations follow by inspection. 
Results can be obtained in terms of r" coordinates by 
substituting the Lorentz transformation. In free space, 
C = C in (49). The second problem v" = -v, similarly 
to (1), to first order in f3 yields 

"1''''''' Je(Kr')eikr'V c089'-i""t'(1 + B cos ()')g(O'), (50) 

where "I' is measured in r of the medium at rest, B is 



                                                                                                                                    

1976 DAN CENSOR 

defined in (2). For free space C = C and V = 0 and, to 
first order in {3, Eq. (50) and the far-field form of (49) 
coincide. The special-function series representation is 
obtained from (15) by multiplying g by (1 + B cos r'). 
Thus in r one gets 

00 

"P = I inein6'[bnHn + t(bn - l + bn+l)kr'VH~], 
n=-oo 

bn = an - tB(an+l + an-l)' (51) 

Again, for free space and first order in the velocity, 
(51) coincides with (49). 

Three Dimensions 

In three dimensions F"[(2)] with k' and v" is applied 
to gin (19). For the first problem, this leads to 

~" = A • ~' + y" B" 

x f eik'p'.r'-;w't,[p'(v" • g) - (v" • p')g] ~~1>' , 

B" = v"/C, A == (1 - y")v"v" + y"l. (52) 

The first dyadic has been taken out of the integral sign, 
and acts on ~', the field measured in r'. Since 
v" . p' = cos r', according to (24), we conclude 

(v" • p')g = g*. (53) 

Exploiting the recurrence relation 

- sin 8oop;;'( cos 8) 

= [en + m)(n + 1)P;;'_l 

- n(n - m + 1)P;;'+l]/(2n + 1), (54) 

we find that 

r'(v" . B;;') = A6P;;'-l + A7P;;'+l' 

A6(m, n) = (n + m)(n + 1)/(2n + 1), 

A7(m, n) = -n(n - m + 1)/(2n + 1), 

v" = r' cos 8' - 6' sin 8'. (55) 

From the definition of C;;" we have 

r'W' . C;;') = -imP;;'. 

Consequently, 

~"= A.~~ 

- y" B" ( ~~ + i n~linLnm[A6(m, n + 1)bn+l,m 

- A7(m, n - 1)bn_l.m - imCnm]), (56) 

where A is defined in (52), ~~ is the field involving g, 
and ~~ involves g*. Therefore ~" involves wavefunc­
tions of the type Lnm. For the second problem, to the 
first order in the velocity, F' [Eq. (7)] is applied to g' 
in (23), yielding 

f 
dn, 

~ = F'. G exp (iKp' • r' - iw't') --1' , 

27T 
G = g + g*r'Vor • (57) 

g and g* are submitted to the same procedure used to 
derive~" above, with y" and v" replaced by 1 and -v, 
respectively. 

1 D. Censor, Radio Sci. 4, 1709 (1969). 
2 D. Censor, IEEE Trans. Microwave Theory Tech. 17, 154 

(1969). 
3 J. A. Kong and D. K. Cheng, Can. J. Phys. 47, 353 (1969). 
, D. Censor and A. Nathan, "Scattering by a Rotating Cylinder," 

EE Publication No. 116, Faculty of E.E., Technion-Israel Institute 
of Technology, Haifa, Israel. 

• C. T. Tai, "Two Scattering Problems Involving Moving 
Media," The Ohio State University Antenna Laboratory Report 
1691-7, May, 1964; also presented at the URSI Washington 
Spring Meeting, April, 1965. 

• D. Censor, "Scattering in Velocity Dependent Systems" (in 
Hebrew), D.Sc. Thesis, Technion-Israel Institute of Technology, 
Haifa, Israel, 1967. 

7 S. W. Lee and R. Mittra, Can. J. Phys. 45, 2999 (1967). 
8 R. C. Restrick III, Radio Sci. 3, 1144 (1968). 
• A. Einstein, Ann. Physik (Leipzig) 17, 891 (1905) ["On the 

Electrodynamics of Moving Bodies," in The Principle of Relativity 
(Dover, New York, n.d.), p. 35]. 

10 D. Censor, IEEE Trans. Microwave Theory Tech. 16, 565 
(1968). 

11 D. Censor, IEEE Trans. Microwave Theory Tech. 17, 374 
(1969). 

12 D. Censor, "Scattering by Moving Objects and Scattering in 
Moving Media," Proceedings of the 6th National Convention of 
Electrical and Electronics Engineers in Israel (Tel Aviv, October 
20-22, 1968),pp. 466-80. 

13 Y. J. Seto, IEEE Trans. Microwave Theory Tech. 15, 455 
(1967). 

14 J. A. Stratton, Electromagnetic Theory (McGraw-Hili, New 
York, 1941), pp. 361ff. 

15 See Ref. 14, pp. 372ff. 
16 V. Twersky, Electromagnetic Waves, R. E. Langer, Ed. (Uni­

versityofWisconsin Press, Madison, Wisconsin, 1962), pp. 361-89. 
17 J. E. Burke, D. Censor, and V. Twersky, J. Acoust. Soc. Am. 

37, 5 (1965). 
18 A. Sommerfeld, Partial Differential Equations in Physics (Aca-

demic, New York, 1949). 
19 See Ref. 14, pp. 408-09. 
20 B. Friedman and J. Russek, Quart. Appl. Math. 12, 13 (1954). 
21 V. Twersky, J. Math. Phys. 8, 589 (1967). 
22 R. E. Collin, Field Theory of Guided Waves (McGraw-Hill, New 

York, 1960), pp. 509ff. 
23 K. E. Golden and T. M. Smith, IEEE Trans. Nucl. Sci. 11, 

225 (1964). 
2' A. Sommerfeld, Electrodynamics (Academic, New York, 1952). 
25 C. T. Tai, Proc. IEEE 52, 685 (1964). 
26 A. Nathan and D. Censor, IEEE Trans. Microwave Theory 

Tech. 16, 883 (1968). 
27 V. Twersky, J. Math. Phys. 3, 716 (1962). 
28 See Ref. 14, pp. 563ff. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME 11, NUMBER 6 JUNE 1970 

Initial-Value Problem for the Equation 
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at + aU, x, y) ax + bU, x, y) oy + e(t, x, y) + dU, x, y) oxoy u = J(t, x, y) 

in the Complex Domain 
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The initial-value problem 

Ut + a(l, x,y)ux + b(/, x,y)u. + c(/, x,y)u + d(t, x,y)uxv = f(t, x,y), u(O, x,y) = rp(x,y) 

is first considered in a complex polycylinder Q whose center is the origin. All functions appearing are 
holomorphic in Q. On the one hand, this problem has at most one holomorphic solution in Q, while 
on the other hand, the strong assumptions of holomorphy do not in general guarantee even the existence 
of a local holomorphic solution. We then treat the special initial-value problem of Lambropoulos [J. 
Math. Phys. 8, 11 (1967)] . 

Ut + axux + byu. + cxyu + ux• = 0, u(O, x, y) = rp(x, y), 

where a, b, and c are complex constants. We are able to derive an infinite series as the formal solution, 
which is easy to examine. Moreover, some statements on the existence of a local holomorphic solution 
are given. 

I. INTRODUCTION 

Recently, several papers have been published 
which consider pseudoparabolic differential equations 
of the structure 

( 
02 a a - + a(t, x, y) - + b(t, x, y)­

oxoy ax oy 

+ c(t, x, y) + d(t, x, y) ~) u = f(t, x, y) (1) 
at 

under various conditions of the unknown function 
u(t, X, y).1-6 Partial differential equations of type (1) 
are relevant for some physical problems; see for 
instance Refs. 2 and 5. 

In Ref. 4, Eq. (1) is discussed on the complex 
polycylinder 

Q == {(t, x,y):ltl < '1' Ixl < '2, Iyl < 'a} 

with ° <'i ~ 00, i = 1,2,3, under the conditions 

u(t, x, 0) = p(t, x), u(t, O,y) = a(t,y), 

p(t,O) = a(t,O), (1') 

where p(t, x) and a(t,y) are given functions. For this 
problem, it is assumed that all functions that appear 
are holomorphic in Q. One can then show that the 
problem (1) has exactly one solution which is holo­
morphic in Q. The proof of this assertion is based on 
the consideration of a majorant problem for which 
the existence of a global solution may be shown by 
using a special series expansion. 

Lambropoulos2 studied the initial-value problem 

(L + ax~ + by~ + cxy + ~)u = 0, (2) 
oxoy ox oy ot 

u(O, x, y) = cp(x, y), (2') 

where a, b, and c are constants. He assumed that 
cp(x, y) may be expanded in a Taylor series in a 
neighborhood of the origin and that the problem (2) 
has a solution which may be represented as 

"" xmyn 
u(t, x, y) = I Pmn(t) ! . (3) 

m,n=O (m! n!) 

In Ref. 2, the coefficients Pmn(t), m, n = 0, 1,2, ... , 
were given in a representation which is, in general, 
fairly cumbersome. The existence of a solution of the 
form (3) was not studied in Ref. 2. 

While Lambropoulos supposed that the initial-value 
problem (2) cannot be solved by using conventional 
methods, Neuringer gave a formal representation of 
the solution for (2) whose scope of validity, however, 
is not specified. A comparison of Lambropoulos' 
approach with that of Neuringer is not possible, 
in general, for the assumptions are of local nature 
in the one case, and of global nature in the other 
case, with respect to the spatial variables. 

In the present paper, we first discuss the general 
equation 

(
0 0 0 
ot + a(t, x, y) ox + b(t, x, y) oy 

0
2 

) + c(t, x, y) + d(t, x, y) -~ u = f(t, x, y) (4) 
oxvy 

1977 
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under the initial condition 

U(O, x, y) = rp(x, y), (4') 

where the coefficients, the inhomogeneity j, and rp 
must be holomorphic in the polycylinder Q. The essen­
tial result obtained is that the initial-value problem 
(4) has at most one holomorphic solution under the 
assumptions just mentioned. On the other hand, the 
strong assumptions of holomorphy generally do not 
guarantee even the existence of a local solution. This 
result is surprising with respect to the attributes for 
the problem (1) already quoted, especially when the 
conditions (1') and (4') are compared with each other. 

In the second part of this paper, Lambropoulos' 
special problem [(2)] with complex coefficients is 
treated. By employing a suitable substitution of the 
unknown function and by using a transformation of 
the coordinates, this problem is now transferred into a 
special initial-value problem (2) with a = b = C = 0, 
where the function rp(x,y) is also slightly modified. 
In doing so, one obtains an infinite series as a formal 

- solution for Lambropoulos' problem with arbitrary 
complex coefficients and holomorphic function rp. 
Further, it is possible to give sufficient criteria for the 
existence of a local holomorphic solution. Our repre­
sentation formula is much easier to examine than 
Lambropoulos' ,2 which already leads to a triple 
infinite series in the special case a = b = C = 0. 

II. STATEMENTS ON EXISTENCE AND 
UNIQUENESS 

Let us consider Eq. (4) under the initial condition 
(4'). The coefficients and the inhomogeneity of (4) 
may be holomorphic in Q. They can thus be expanded 
in Q as power series of the structure I~i.k=O kiiktixiyk. 
Henceforth, the coefficients of the series expansions 
of aCt, x,y), bet, x,y), c(t, x,y), d(t, x,y), and 
j(t, x,y) are denoted by aiik, biik, CiJk' diil" andf;ik 
with i, j, k = 0, 1, 2,···. Let the given function 
rp(x, y) also be holomorphic in Q. From our original 
initial-value problem, we derive a simpler one with a 
homogeneous initial condition by introducing 

u(t, x, y) - rp(x, y) 

as the new unknown function; for this substitution 
does not at all alter the properties of structure and 
holomorphy of Eq. (4). Henceforward, we study 
Eq. (4) under the initial condition 

u(O, x, y) = 0. (4") 
When using 

00 

u(t, x, y) == I u«/i/'x/lyY 
«,'.7-0 

(5) 

as a formal expression for the unknown function and 
replacing the coefficients and the inhomogeneity by 
their series expansions, by comparison of the coeffi­
cients we obtain the recursion formula 

(ex + l)u(<<+1)/lY 
«,/I+1,y 

= - I juiika(<<-iH/I-i+U(Y-k) 
i,i,k=O 
-«,/I,y+1 

- I kUiikb(<<-iH/i-iHY-k+1) 
i,i,k~O 

«,/I,y 

- I UijkC(<<-iH/i-iHY--k) 
i,i,k=O 

«,/I+1,y+1 

I jkUiikd(<<-i)(/I-i+1)(Y-k+l) + I«/ly' 
i.i.k-=O 

under the conditions 
ex, fl, y = 0, 1, 2, .. " (6) 

uO/ly = 0, fl, y = 0, 1, 2, . . . . (6') 

The coefficients of the formal expression (5) are now 
uniquely determined by (6) and can thus be evaluated 
recursively. We have thus gained the following 
uniqueness theorem. 

Theorem 1: The problem (4) has at most one 
holomorphic solution on Q. 

The usual method for the proof of the existence of 
a solution of structure (5) is to consider a majorant 
problem of a particularly simple nature. This approach, 
however, fails in our case. The outcome of an example 
we will consider in the following is that, contrary to 
(1), it can happen that, under our assumptions of 
holomorphy, not even a local holomorphic solution 
exists for problem (4). [We mean a holomorphic 
solution in a neighborhood of a point (0, Xo, Yo) E Q.] 
To verify this statement, we now study the initial-value 
problem 

Ut + d(x,y)u",~ = j(x,y), (7) 

u(O, x,y) = 0, (7') 

where the holomorphic functions d(x,y) andj(x,y) 
are made more specific later. We assume that (7) has 
a local holomorphic solution, at least. This can then 
be expressed as !:=1 a(n)(x,y)t", for arguments on a 
polycylinder in Q with a center (0, Xo, Yo). Here the 
coefficients a(n)(x, y), n = 1,2, ... , are holomorphic 
on the considered domain, and they satisfy the simple 
recursion formula 

a(IJ(x, y) = I(x, y), 

a1n'(x, y) = - ! d(x, y)a~-IJ(x, y), 
n 

n = 2. 3. 4 •.. '. (8) 
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First, we discuss the special case 

d(x,y) =: -1, I(x,y) =: [(1 - x)2(1 _ y)2]-1, 

lxi, Iyl < 1. (9) 

The recursion (8) then yields as a result 

a'n)(x, y) = n! [(1 - x)n+1(1 - y)n+1]-l, 

n=1,2,3,···. 

Thus, the series under consideration is convergent 
only for I = O. Therefore, (7) with specifications (9) 
has not even a local holomorphic solution. We have 
thus gained the following theorem containing a 
negative statement. 

Theorem 2: The presuppositions of holomorphy 
assumed for the coefficients and inhomogeneity of 
Eq. (4) are not sufficient for the existence of a local 
solution of the initial-value problem (4). 

The negative result for the special case (9) of prob­
lem (7) is obviously caused by the particular form of 
the inhomogeneity. However, we are not allowed to 
conclude that this inhomogeneity leads to the non­
existence of a holomorphic solution of (7) independ­
ently of the choice of the coefficient d(x, y). For when 
we put 

d(x,y) =: -HI - x)(1 - y), 

using (8), we get 

u(t, x, y) = [(1 - x)(1 - y)]-l(et - 1) 

as a global holomorphic solution. 
The initial-value problem 

ut + dUit'll = I(x,y), dEC - {O}, (10) 

u(O, x,y) = 0, (10') 

still further simplified, has a certain importance for 
our following proceeding. It contains for instance the 
special case a = b = c = 0 of Lambropoulos' prob­
lem (2). Due to relation (8), a formal solution 

1 00 (-dt)n 02(n-U 
u(t, X, y) =: - -d L--, -:I (lI-U:I (n_uf(x, y) (11) 

n=1 n. uX uy 

is easily found. 
For which kind of inhomogeneity I(x,y) does the 

series (11) converge now at least locally? This means 
for Lambropoulos' problem mentioned above a 
question upon the initial condition. By comparison 
with convergent series of the structure of (11), we 
are able to derive immediately a collection of condi-

tions for the inhomogeneity, so that at least a local 
holomorphic solution of (10) exists. Two trivial 
sufficient conditions of that kind are obtained from 
the inequalities 

I 
02 (lI-U I 

iJx(n-UiJy(lI-u f(x, y) ~ (n!)mk(lxl, lyl)[g(lxl, Iyl»", 

n = 1, 2, 3, .. " (12) 

with m = 0, I, where the functions k and g are con­
tinuous and positive in the considered domain. By 
using (11) and (12), it is not difficult to find a majorant 
of our solution. Estimations of type (12) are, for 
instance, satisfied by the inhomogeneities 

I(x, y) =: ealt+b1I , a, bEe, 

for m = 0, and 

I(x, y) =: e-It/(l - y)2, Y ':F 1, 

for m = 1. In both cases, we obtain for the series (11) 
an explicit result, namely, 

u(t, x,y) = _(ealt+b'll/abd)(rabdt - 1), 

for m = 0, and 

U(/, x,y) = Irlt/(! - y)(1 ...- Y + dt), 

y ':F 1, Y - dl :;f: I, 
for m = 1. 

III. THE PROBLEM OF LAMBROPOULOS 

The classical metnod of major ants is not appropriate 
for the special problem (2) of Lambropoulos, for (2) 
may be reduced directly to the simple initial-value 
problem (10). This will now be done. First, however, 
we briefly present Neuringer's procedure6 for the 
treatment of (2), because we use an analogous pro­
cedure in our further considerations. Neuringer6 

defined a new unknown function 

Q(t, x, y) =: e-«ltllu(t, x, y) 

and new independent variables 

~ =: xe-(a+«)t, 'fJ =: ye-(b+«)t, T =: t, 

where ex is given by 

ex =: l{ -(a + b) + [(a + b)2 - 4c]1}. 

(13) 

Here and in the following, we are also permitted to 
choose the negative root in the definition of ex. A 
formal rearrangement leads from (2) to the following 
initial-value problem: 

Q, + exQ + e-(a+b+2«)rQEq = 0, 

Q(O, ~, 'fJ) = e-«Eqq;(~, 'fJ). 
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Neuringer applied to these formulas the standard 
Fourier-transform techniques to get a formal solution 
of (2). 

In the following, the constants a, b, and c may also 
be complex. When we set, modifying (13), 

vet, x, y) == ea(t-"Y)u(t, x, y), 

we obtain from (2) the problem 

Vt + alxv", + blyvy + VXY = 0, (14) 

v(O, x, y) = tp(x, y) == e-a"YqJ(x, y), (14') 

where al == a + IJ. and bi == b + IJ.. It is thus entirely 
sufficient to treat Eq. (2) for the special case c = 0. 

Let us now introduce the new independent variables 

with 

where fJ-l(e fJt - 1) may be continuously continued to 
the value fJ = 0. From (14) the initial-value problem 
then follows: 

(15) 

(IS') 

which is equivalent to (10). The relation between the 
old variables and the new ones is given by 

x == ~(f1T + 1t'/fJ == ~e(al//lHn(/lT+1), 

y == 1](fJT + 1t,//l == 1]e(b1//lHn(/lT+1), 

1 
t == - In (fJT + 1). 

fJ 
fJ-l In (fJT + 1) may be continuously continued to the 
value fJ = 0. For the logarithmic function, we choose 
its main branch. 

It is interesting to note that the initial conditions 
(14') and (15') are the same. For a given function tp, 

therefore, we start with the easier problem (15), 
where the coefficients al and bi do not appear in the 
differential equation. 

Theorem 3: (a) Formal solutions of(15) and (2) are 
given respectively as 

rfJ (-Tt a2n 
VeT, ;,1]) == L -,- ~!:n~ n tp(;, 1]), (16) 

n=O n. Us- u1] 

u(t, x, y) == ea("y-t)v(~ (e/l t - 1), xe-(a+alt, ye-(Ha)t) 

= ea("II-t) I .l(l (e-/lt _ 1»)n 
n~O n! fJ 

a2n pt 
X -- [e-""lIe qJ(xe-(a+")t, ye-(H"lt)]. axnayn 

(17) 

(b) If the initial-value problem (15) has a holomorphic 
solution in the polycylinder {(T,;, 1]):ITI < PI' 
1;1 < P2' 11]1 < Pa}, then it may there be expressed as 
(16), and the function u(t, x, y) defined by (17) is a 
holomorphic solution of (2) at least in the domain 

{(t,x,y):ltl < IfJl-qn(1 + IfJl PI), 

Ixl < P2lea1t l, Iyl < Palebltl}. 

At fJ = 0, the first condition in the braces must be 
replaced by It I < Pl' 

Proof: The formal solution (16) follows from repre­
sentation (11). By substitution of the variables, we 
obtain from (16) the formal solution (17). The first 
part of the second statement in this theorem is 
obtained by applying the same method which was 
already used to derive the recursion formula (8). Now, 
taking into account the relationship between the 
variables T, ~, 1] and t, x, y and using further a classi­
cal theorem about holomorphic functions of several 
complex variables, the second assertion also is proved. 

Remarks: 
(I) Neuringer means that Lambropoulos' method 

for a formal solution of (2) is very cumbersome; he 
also points out that, even in the simplest case a = b = 
c = 0, the formal solution involves triple infinite sums. 
From this point of view, our formal solution (17) is 
easier to examine. 

(2) In general, it is difficult to determine the domain 
of holomorphy for our representation (17) for a 
given function qJ. For this, our representation (16) 
is more suitable, because the same remarks are valid 
for (16) as for representation (11). According to the 
second statement of Theorem 3, we may also be able 
to determine a domain of holomorphy for the series 
(17). 

1 A. Dezin, SOY. Mat. Dokl. 4, 208 (1963). 
2 P. Lambropoulos, J. Math. Phys. 8, 11 (1967). 
3 H. N. Miilthei and H. Neunzert, Math. Z. 111, 257 (1969). 
• H. N. Miilthei and H. Neunzert, Math. Z. 113,24 (1970). 
• H. Neunzert, Z. Angew. Math. Mech. 48, T222 (1968). 
• J. L. Neuringer, J. Math. Phys. 10,2 (1969). 
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A phenomenological fluctuation theory is presented for I-dimensional space-charge-limited currents in 
ideal nonmetallic solids. Notwithstanding the essential nonlinearity of the dynamical equation which 
governs the potential field, the theory is solved exactly for an initial statistical state that is associated with 
a probability measure of Gaussian form in an auxiliary field variable. 

INTRODUCTION 

This paper describes a phenomenological fluctua­
tion theory for I-dimensional space-charge-limited 
currents in ideal nonmetallic solids. Of special mathe­
matical interest is the method employed here to obtain 
the potential field mean value (22) and equal-time 2-
point correlation (26), probability averages taken 
over a statistical ensemble of potential fields that 
evolve dynamically according to the nonlinear equa­
tion (3). First, the potential field is related by the 
transcendental algebraic formula (4) to the field 
variable 1p = 1p(x, t) which satisfies the linear equation 
(5). Then we compute the mean value and equal-time 
2-point correlation for all even powers of 1p subject to 
a prescribed initial statistical state, taken here to be 
represented by the probability measure (10). Finally, 
we use some elementary properties of the gamma 
function to deduce the physically important mean 
value and equal-time 2-point correlation of the 
potential field, the quantities (22) and (26), from the 
previously obtained probability averages in 1p. 

SPACE-CHARGE-LIMITED CURRENTS IN NON­
METALLIC SOLIDSl 

With trapping negligible, the I-dimensional single­
carrier current flow in an ideal nonmetallic solid is 
governed by the conduction-continuity and Poisson 
equations2 

an = ~(ftn ac/> + D an), (1) 
at ax ax ax 

equation 

ac/> _ tft(ac/»2 _ D a
2

c/> 
at ax ax2 

= -€-lxJ + (trivial gauge function of t alone), (3) 

where J = Jet) is the total Maxwell current (drift plus 
diffusion plus displacement) per unit area. Equation 
(3), an inhomogeneous Burgers equation3 for ac/>/ax, 
can be integrated exactly4; it is satisfied by 

c/> = _€-lX (tJ(t') dt' + D In (1p2) (4) 
Jo ft 

if 1p satisfies the homogeneous linear equation 

a1p + I!:.. (tJ(t') dt' a1p _ D a
2

1p = O. (5) 
at € Jo ax ax2 

Hence, in the case of an unbounded x domain, 

1p = 1p(x, t) = 1: K(x - ~, t)1poW d~, (6) 

where 

K(x, t) == t(7TDt)-! 

X exp [ -(4Dt)-l( x - ~ f(t - t')J(t') dt'J} (7) 

and the initial value 1po(x) == 1p(x, 0) is related to a 
prescribed initial value of the potential field by the 
inverse of (4), evaluated at t = 0,5 

1po(X) = ±exp [(ft/2D)c/>(x,0)]. (8) 

PROBABILITY AVERAGES IN IJ! 

We now consider a statistical ensemble of space­
(2) charge-limited current dynamical systems governed 

by Eqs. (1)-(6). In view of formula (4), a probability 
for the potential field c/> = c/>(x, t) and carrier con- measure on the potential fields at any instant of time is 
centration n = n(x, t) of particles with constant drift induced by a probability measure on the '!Jl fields. 
mobility ft, effective charge q, and diffusivity D in a Whereas the dynamical evolution of the probability 
medium of permittivity €; by definition, ft and q have measure on the potential fields [implied by the non­
the same sign (minus for electrons, positive for holes) linear equation (3)] is complicated, the dynamical 
and the Einstein relation takes the form D = ftkT/q. evolution of the probability measure on the 1p fields 
Combining Eqs. (1) and (2) and integrating twice with [implied by the linear equation (5)] is simple. If 
respect to x, one obtains the inhomogeneous nonlinear dPt['!Jl(x)] denotes the probability measure assigned to 

1981 
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1JI(X) at t, we have 

dPt [1JI(x, t)] = dPo[1JIo(X)], 
It follows from the definition (14) and specific forms 

(9) (IS) and (16) that the probability average of any odd 
which gives dPt [1JI(x)] in terms of dPo[1JI(x)] explicitly functional of 1JI vanishes, while the basic even func­
because of the general solution (6). Thus, for example, tionals of 1JI have the probability averages8 

the initial probability measure 

dPo[1p(x)] = (const)[exp ( -;.L: 1JIW
2 
d')] 

X IT d1Jl(x), (10) 
all '" 

;. == a real positive constant parameter, 

produces 

dPt [1p(x)] = (function of t) 

X [exp ( -;. L: L: KH)(~ - t], t) 

X 1JIW1JI(t]) d~ dt])] IT d1Jl(x), (11) 
all '" 

where KH)(x, t) is the iterated inverse kernel to (7), 
defined implicitly by 

L: L: K(-2)(~ - t], t)K(~ - x, t)K(t] - x', t) d~ dt] 

= t5(x - x'), (12) 

and the prefactor function of t in (II) is fixed by the 
normalization condition 

I dPt [1JI(x)] == 1. 

Ensemble averages of functionals of 1JI at t, 

(F[1JI(x, t)]) == I F[1p(x)] dPt [1JI(x)] 

= I F[1JI(x, t)] dPo[1JIo(x)], (13) 

can be evaluated for a prescribed initial probability 
measure dPo[1JI(x)] by making use of (6). Thus, for 
example, the characteristic functional6 

<I> = <I>[y(x, t)] == (exp i L:y(X, t)1JI(x, t) dX)' (14) 

associated with the initial probability measure (10), 
is evaluated by functional integration7 to yield 

<I> = exp (_1.. foo foo K(2)(~ - t]; t) 
4;' -00 -00 

<1JI(x, t)1JI(x', t» 

= - , = - K(2)(X - x', t) 15
2

<1> I 1 
t5y(x, t)t5y(x', t) y=O 2;' 

= [4;'(2'7TDt)lr l exp [-(x - x,)2fSDt], (17) 

<1JI(x, t)2n) = (-i _t5_)2n<l>1 = (2n)!(K(2)(0, t»)n 
t5y(x, t) 1/=0 n! 4;' 

= (2n;! [S;'(2'7TDt)lrn, 
n. 

(IS) 

<1JI(x, t)2n1Jl(x', t)2n') 

( 
15 )2n( 15 )2n' I 

= -i t5y(x, t) -i t5y(x', t) <I> 11=0 

= (2n)! (2n')! [S)'(2'7TDt)lrn- n' 

min{n,n'l4k exp [-k(x - x')2/4Dt] 
X ! , (19) 

k=O (2k)! (n - k)! (n' - k)! 

in which nand n' are nonnegative integers. 

PROBABILITY AVERAGES IN '" 

Now by evoking the natural analytic continuation9 

of (IS) for all real continuous values of n ~ 0, 

<11JI(x, t)12n) = rr(2n + I)fr(n + I)][S)'(2'7TDt)i]-n, 

(20) 

we obtain 

(c/>(X, t) + e-1x fJ(f') at) 
= ~ :n (exp [n ~( c/>(x, t) + e-1x fJ(t') dt') ])In=o 
= D .! <11JI(x, t)1 2n)1 

ft on n=O 

= _ D {C + In [S;'(2'7TDt)1]}, 
ft 

(21) 

X y(~, t)y(t], t) d~ dt]), 

in which the iterated kernel appears as 

(15) where C == - r/(l) = 0.577· .. is the Euler-Mas­
cheroni constant. It follows from (21) that the mean 
value of the potential field is 

K(2)(X - x', t) == L: K(x - ~, t)K(x' - ~,t) d~ 
= (S'7TDt)-l exp [-(x - x')2fSDt]. 

(16) 

(c/>(x, t» = -e-1x fJ(t') dt' 

_ D {C + In [S)'(2'7TDt)l n. 
ft 

(22) 



                                                                                                                                    

FLUCTUATION THEORY FOR SPACE-CHARGE-LIMITED CURRENTS 1983 

Similarly, by evoking the natural analytic continua­
tion9 of (19) for all real continuous values of n, n' ~ 0, 

<Itp(x, t)1 2
n Itp(x', t)1 2n') 

= r(2n + l)r(2n' + 1)[8A(27TDt)l r n
-

n
' 

00 4k exp [-k(x - x')2j4Dt] 
x I ' (23) 

k=O (2k)! r(n - k + 1)r(n' - k + 1) 

we obtain 

< ( cp(x, t) + E-1X fJ(t') dt') 

x (cp(X', t) + E-1x'1'J(t') dt') 

= (D)2 L(exp [n p. (cp(X, t) + E-1X ftJ(t') dt') 
p. onon' D Jo 

+ n' ~( cp(x', t) + E-1X'LtJ(t') dt') J) Ln'=o 

= (~)2 o:;n' (Itp(x, t)1
2n 

Itp(x', t)1
2n

')/n=n'=0 

= (~r ({C + In [8A(27TDt)lW + .7'), (24) 

in which there appears 

.7' ==! [(k - 1)!]WC exp [-k(x - x')2j4Dt] 

k=l (2k)! 

= 2! (k!)24k exp [-(k + 1)(x - x')2j4Dt] 

k=O (2k + 1)! (k + 1) 

= 2(sin-1 {exp [-(x - x,)2j8Dt]W, (25) 

with the second member being a tabulated series.10 It 
follows from (24) that the equal-time 2-point corre­
lation of the potential field is 

< cf>(x, t)cf>(x', t» 

= -E-1(X(cp(x', t» + x'(cp(x, t») 1'J(t') dt' 

- E-2xx'(1'J(t') dtJ 

+ (~r({C + In [8A(27TDt)lW +.7') 

= e-
2xx'(LJ(t') dt'r 

+ D (x + x'){C + In [8A(27TDt)1]) (tJ(t') dt' 
EP. Jo 

+ (~r({C + In [8A(27TDt)1]}2 + .7'), (26) 

where use has been made of (22). It is easy to verify 
that (22) and (26) satisfy the ensemble average of the 
dynamical equation (3) with 

/\(0cf»2/\ == lim (~)(cf>(X' t)cp(x', t». 
ox "" .... '" oxox 

By employing (22) once again, the fluctuation part of 
(26) is obtained as 

(cp(x, t)cp(x', t» - (cp(x, t»(cf>(x', t» 

= (D/p.)2.7' = 2(Djp.)2(sin-l{exp [-(x - x')2/8Dt]})l. 

(27) 

Hence, subject to the initial probability distribution 
(10), the fluctuation part of the equal-time 2-point 
correlation of the potential field (27) is independent of 
the parameter A and universal in character; the auto­
correlation of the potential field 

is a constant for all x and t. We obtain the fluctuation 
part of the equal-time 2-point correlation of the 
carrier concentration from (27) be recalling (2): 

(n(x, t)n(x', t» - (n(x, t»(n(x', t» 

(
ED)2( 02 ) ( 0

2 
) = qp. ox2 OX,2 3' 

= 2(:~r(::4){sin-l [exp (-(X
8
;tX'»)Jf. (28) 

It should be noteq that the only technical difficulty 
associated with solving the theory for a non-Gaussian 
initial probability measure in place of (10) is the 
evaluation of the functional integral for the character­
istic functional (14). For such a non-Gaussian initial 
probability measure, functional integration approxi­
mation methods' appear to be necessary. 

* Work supported by a National Science Foundation grant. 
1 O. Rosen, Phys. Rev. Letters 17, 692, 945E (1966); Phys. Rev. 

163, 921 (1967). 
• W. Shockley and R. C. Prim, Phys. Rev. 90, 753 (1953). 
a J. M. Burgers, Proc. Acad. Sci. Amsterdam 53, 247 (1950). 
'J. D. Cole, Quart. J. Appl. Math. 9, 225 (1951). 
5 Here, we relax the condition tp > 0 of previous work (Ref. 1) in 

order to simplify the calculation of averages over the statistical 
ensemble. With tp taking on all real values for fixed x and t, the 
singular point tp = 0 is of measure zero and does not make a finite 
contribution to functional integrals for ensemble averages (13). 

8 E. Hopf, J. Rat!. Mech. Anal. 1, 87 (1952); O. Rosen, Phys. 
Fluids 3,519,525 (1960); 10,2614 (1967). 

7 For example, see K. O. Friedricks et al., Seminar on Integration 
of Functionals, New York University Institute of Mathematical 
Sciences Report, 1957 (unpublished). Functional integration tech­
niques are reviewed by L. Streit, Acta Phys. Austraica 2, 2 (1965); 
O. Rosen, Formulations of Classical and Quantum Dynamical 
Theory (Academic, New York, 1969), Chap. 4. 
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8 The numerical factors in Eqs. (18) and (19) are obtainable by 
applying combinatorial analysis to the auxiliary formula 

(tp(X1, t)tp(X2, t) ... tp(X2N-1 , t)tp(X2N, t) 

= ~ (tp(Xi1' t)tp(Xi2, t) ... (11'(Xi 2N_1' t)tp(Xi2N ' t), 
perm. 

distinct 
pairings 

which follows immediately from the general Gaussian character of 
the probability measure (II). Details of the derivation of the numeri­
cal factors in Eqs. (18) and (19) are given by G. Eckstut, thesis, 
Drexel Institute of Technology, Philadelphia, Pa., 1970. 

9 The analytic continuation of a function defined on nonnegative 
integers is, of course, not unique. In the present context, however, 
the natural analytic continuation is corroborated by examination of 
the functional integral. 

JOURNAL OF MATHEMATICAL PHYSICS 

10 I. S. Gradshteyn and I. M. Ryzhik, Table of Integrals, Series, 
and Products (Academic, New York, 1965), p. 52. To sum the 
infinite series directly, we put the representation 

[(k - 1)!j24k = ~ (1 ~ d() 
(2k)! k Jo (I - ()2)! 

into (25), and we find 

{1 00 ()2k-1 d() 

:F = 2 J 0 k:l k exp [-k(x - x')2f4DtJ (I _ ()2)! 

(1 d() 
= -2Jo (In {I - ()2exp [-(x - x')2/4Dt]))()(1_ ()2)! 

= 2(sin-1 {exp [-(x - x')2f8Dt]})2. 
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A theory of relativistic (special theory) microelectromagnetism is proposed for the treatment of the 
class of physical phenomena arising from a high degree of polarization, magnetization, and rapid local 
field fluctuation in material bodies. The master electromagnetic balance laws are given for the resultant 
generalized EM fields. The local field equations and jump conditions are obtained for the moments of the 
electromagnetic fields up to any order p. The equations of the zeroth-order moments tum out to be 
Maxwell's equations and associated jump conditions. The Euclidean form of the first-order theory is 
presented in full. 

1. INTRODUCTION 

Extension of the electromagnetic theory of Maxwell 
to moving media has occupied a large number of 
research workers since the turn of the century. The 
problem for free space and "rigid bodies" was fairly 
well resolved with the introduction of the special 
theory of relativity. Nevertheless, certain serious 
questions remained unanswered for bodies undergoing 
deformations. For a discussion of various theories 
together with a definitive formulation of elastic solids 
and viscous fluids within the domain of special 
relativity, we mention the work of Grot and Eringen.1 

While these theories can explain a large class of 
physical phenomena of electromagnetic origin, there 
exists a wide variety of electromagnetic effects which 
fall beyond the scope of such theories. For example, 
the well-known magnetic domain structure in ferro­
magnetic materials, stable configurations, and motions 
of domain walls have neither been fully understood 
nor incorporated into a unified theory. The literature 
is replete with works of micromagnetism; cf. Brown.2 

Among other important phenomena observed, we 

cite the behavior of electrets. They possess no net 
local charge within the volume; however, they may 
support a uniform volume polarization and/or 
surface charge and electric double layer; cf. Perlman 
and Meunier,3 Gross and DeMoraes,4 Thiessen et 
a/.5 For a survey of this field, see Gutman.6 

The theory of the propagation of microwaves in 
solids constitutes another class of as yet unsolved 
problems. 

We believe that the basic reason for our inability 
to understand the theoretical basis of these important 
classes of phenomena lies in the fact that the classical 
field theories do not contain the necessary mechanism 
to take into account the local degrees of freedom. 
When a length scale associated with the exciting 
agents becomes comparable to the average grains 
(micro elements) in bodies and/or the average distance 
between grains, the classical continuum hypothesis is 
violated. Individual motions, polarizations, and 
magnetizations of the microelements of the body can 
affect the average motions and fields. Our approach 
to remedy this situation is to regard the microscopic 
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8 The numerical factors in Eqs. (18) and (19) are obtainable by 
applying combinatorial analysis to the auxiliary formula 

(tp(X1, t)tp(X2, t) ... tp(X2N-1 , t)tp(X2N, t) 

= ~ (tp(Xi1' t)tp(Xi2, t) ... (11'(Xi 2N_1' t)tp(Xi2N ' t), 
perm. 

distinct 
pairings 

which follows immediately from the general Gaussian character of 
the probability measure (II). Details of the derivation of the numeri­
cal factors in Eqs. (18) and (19) are given by G. Eckstut, thesis, 
Drexel Institute of Technology, Philadelphia, Pa., 1970. 

9 The analytic continuation of a function defined on nonnegative 
integers is, of course, not unique. In the present context, however, 
the natural analytic continuation is corroborated by examination of 
the functional integral. 
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A theory of relativistic (special theory) microelectromagnetism is proposed for the treatment of the 
class of physical phenomena arising from a high degree of polarization, magnetization, and rapid local 
field fluctuation in material bodies. The master electromagnetic balance laws are given for the resultant 
generalized EM fields. The local field equations and jump conditions are obtained for the moments of the 
electromagnetic fields up to any order p. The equations of the zeroth-order moments tum out to be 
Maxwell's equations and associated jump conditions. The Euclidean form of the first-order theory is 
presented in full. 

1. INTRODUCTION 

Extension of the electromagnetic theory of Maxwell 
to moving media has occupied a large number of 
research workers since the turn of the century. The 
problem for free space and "rigid bodies" was fairly 
well resolved with the introduction of the special 
theory of relativity. Nevertheless, certain serious 
questions remained unanswered for bodies undergoing 
deformations. For a discussion of various theories 
together with a definitive formulation of elastic solids 
and viscous fluids within the domain of special 
relativity, we mention the work of Grot and Eringen.1 

While these theories can explain a large class of 
physical phenomena of electromagnetic origin, there 
exists a wide variety of electromagnetic effects which 
fall beyond the scope of such theories. For example, 
the well-known magnetic domain structure in ferro­
magnetic materials, stable configurations, and motions 
of domain walls have neither been fully understood 
nor incorporated into a unified theory. The literature 
is replete with works of micromagnetism; cf. Brown.2 

Among other important phenomena observed, we 

cite the behavior of electrets. They possess no net 
local charge within the volume; however, they may 
support a uniform volume polarization and/or 
surface charge and electric double layer; cf. Perlman 
and Meunier,3 Gross and DeMoraes,4 Thiessen et 
a/.5 For a survey of this field, see Gutman.6 

The theory of the propagation of microwaves in 
solids constitutes another class of as yet unsolved 
problems. 

We believe that the basic reason for our inability 
to understand the theoretical basis of these important 
classes of phenomena lies in the fact that the classical 
field theories do not contain the necessary mechanism 
to take into account the local degrees of freedom. 
When a length scale associated with the exciting 
agents becomes comparable to the average grains 
(micro elements) in bodies and/or the average distance 
between grains, the classical continuum hypothesis is 
violated. Individual motions, polarizations, and 
magnetizations of the microelements of the body can 
affect the average motions and fields. Our approach 
to remedy this situation is to regard the microscopic 
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electromagnetic fields appearing in Maxwell's equa­
tions as distributions .. The macroscopic observable 
fields are posited to be linear functionals of these 
microscopic fields over the space of infinitely differ­
entiable test functions with bounded support. Since 
the test functions admit power-series expansions, the 
resulting "moments" may, equivalently, be used as 
observable fields. Precise definitions of these concepts 
are given in Sec. 3. A hierarchy of field equations and 
jump conditions is obtained for all moments; the 
equations for the zeroth-order moments turn out to 
be Maxwell's equations. The main contribution of 
the present paper is to present the basic laws of 
relativistic microelectromagnetism constructed on a 
rational basis. In future papers, we hope to deal with 
the constitutive theory and solutions of some of the 
problems in the previously mentioned areas by use 
of the present theory. 

2. RELATIVISTIC LAWS OF 
ELECTROMAGNETISM 

In the special theory of relativity, space-time is 
regarded as a flat 4-dimensional Riemannian manifold 
called Minkowski space M4. Minkowski space is 
endowed with a fundamental metric tensor gaP(x) 
referred to a curvilinear coordinate system x", ct., {J = 
1,2, 3,4. In a rectangular frame of reference, we 
write x'" == z" == (x,y, z, ict), where x, y, z are the 
3-dimensional rectangular coordinates, i == (- I)!, 
c is the speed of light in a vacuum, and t is time. In 
this case, 

g",p;; o",p = (~ ~ H), 
000 1 

(2. I) 

where (JaP is the Kronecker delta and the symbol ;; 
is used throughout this paper to denote equality 
generally valid only in a rectangular frame of reference. 

The electromagnetic field7 is described by two 
skew-symmetric 4-tensors F",p and GIltP and two 4-
vectors J" and K'" called the magnetic flux and electric 
displacement tensors and the current and surface 
current vectors, respectively. These quantities are 
related to the classical 3-dimensional electromagnetic 
fields by 

F",p = -Fpa ~ (dual B, -iE), (2.2a) 
GIltp = -GP'" ~ (dual H, -iD), (2.2b) 

1" ~ (J, icq), (2.2c) 

K'" ~ (1 - V~n)/c2)-!{K, ica), (2.2d) 
where E, B, H, D, J, K, q, and (1 are, respectively, the 
electric field vector, magnetic induction vector, 

magnetic field vector, electric displacement vector, 
current vector, surface current vector, volume charge 
density, and surface charge density of classical 
electromagnetism. By (2.2a) and (2.2b), we mean 
Fkl = €klmBm , Fk4 = -iEk, 

Gk ! = €klmHm • Gk4 = -iDk, 

where €klm is the 3-dimensional permutation tensor. 
Both current vectors are the sum of a conduction 

current and a convection current, the latter being due 
to the motion of charges, i.e., 

J = j + qv, K = k + av, (2.3) 

where v is the velocity vector of a point in the body and 
" is the velocity of the surface of discontinuity r, 
which bears the nonmechanical surface current k and 
surface charge (1. If the unit positive normal of r is 
denoted by D, then k is perpendicular to D, and 

v(ll) ==". D. 

In an N-dimensional Riemannian space, to each 
covariant M-vector X, M ~ N, and to each contra­
variant M-vector Y there corresponds one and only 
one dual vector defined by 

gal' "uB-M == (dual X)Ul"'UB-M 

= (Ml)-l a1 "'aN -,lf bl"' b ;lfX 
- • € bl"'bM' 

f al •• 'a"V-M == (dual Y)al" 'UN-N 

- (MI)-lybt·· 'bM =. fibl"·bNal···aN_M' 

where fial ... aN and €a!'" a are the permutation tensors. 
. N 

From these, It follows that 

dual dual X = X. 

Thus, for example, an area element on an M-dimen­
sional manifold Slli, described by its Gaussian equa­
tion x a = xa(ul , .•• ,U"~I) in this N-dimensional space, 
may be expressed in either of the two forms 

ox[al ox aM1 
dAal"'a;lf = M' -_ .. ·--dul ... duM 

(lll) • oul OuM ' 

dA!~~!:. aN-,lf = (dual dA(N)L 1 ,,· aN-lit' 

where brackets enclosing a set of indices indicate 
alternation on this set. Similarly, the electromagnetic 
field tensors possess dual forms, e.g., 

p~fJ = (dual FtP ~ (-i dual E, B). 

It is only a matter of taste or convenience to express 
the basic laws of electromagnetism in terms ofF and G 
or their duals. For the sake of brevity and uniformity 
in the following derivations, we elect to employ the 
fields P"'P, GaP, Jilt, and Kilt. 

The integral balance laws of electromagnetism are 
the conservation of magnetic flux, 

(2.4) 
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and the Ampere-Gauss law, 

-t f G«P dl~2) 
..2 2 ~P 
i:J -r 

= 417 r J« dl(S) _ 217 r J(,«P dl(2) (2.5) 
c Js S_r2 « c Jr2 «P' 

where 
J(,«P = K«nP - KPn«, K«n« = ° (2.6) 

and where S2 is a 2-dimensional closed circuit bound­
ing S3 and 

n« = (1 - v~n)/c2)-1(nk, iV(n)/c) 

is the unit outward normal of r (which contains the 
discontinuity manifold P). The orientation of S2 
is selected so that the direction from an interior point 
of sa to S2 followed by the orientation of S2 con­
stitutes a screw sense identical to that of S3 tcf. 
Schouten,S p. 95). 

The law of conservation of charge is obtained 
from (2.5) by closing the surface S3. Thus, 

! J« dl!3) - tf J(,«P dl!~) = 0. 
1sS_r2 r2 

(2.7) 

For arbitrary circuits, by use of the generalized Stokes' 
theorem9 in (2.4), (2.5), and (2.7), we obtain the 
field equations 

P«P -0 ;p - , 

G«P;p = (417/C)J«, 

J«;I% = 0, in S' - r, 
and the jump conditions 

(2.8a) 

(2.8b) 

(2.8c) 

[P«P]np = 0, (2.9a) 

[GI%P]np = (417/C)J(,«Pnp = (417/C)K«, (2.9b) 

[J«]n« + KI1:11 = 0, on r, (2.9c) 

where a boldface bracket denotes the jump of the 
quantity enclosed across r, a subscript semicolon 
(colon) denotes partial (total) covariant differentiation, 
and KI1 == x« tlK« are the surface components of K« on 
r. If the G~ussian equations of rare x« = x«(utl), 
!l. = 1,2,3, then 

KI1:11 = x«.I1K«:11 • 

If r contains a moving discontinuity line r'2, then 
Eqs. (2.9) hold on r - r'2, and (2.8) and (2.9) are 
supplemented by 

(2.10) 
where 

n~ :, (1 - /1~n,)/c2)-1(n~, (i/c)/1(n')' 

Here, n~ is normal to r'2 subject to n~nk = 0, and I' 
is the velocity of r'2. Thus, /1(n') == /1kn~ is the velocity 
of r'2 in the 0' direction. 

In a Euclidean frame [employing (2.2)], the 
electromagnetic field equations (2.8) and jump 

conditions (2.9) take the well-known 3-dimensional 
forms 

10B 
V x E + - - = 0, V • B = 0, 

c ot 
10D 417 

V x H - - - = - J, V. D = 417q, (2.11) 
cot, c 

oq + v.J = 0, 
at 

D x [E] - (v(n)/c)[B] = 0, [B] • D = 0, 

D x [H] + (V(n)/c)[D] = (417/C)K, [D]. D = 4170', 

00' 
D' [J - qv] + - + Ka.a - O'v(n)ba

a = ° (2.12) at . 
(we have been unable to locate this last equation in 
the literature), where xk = Xk(Ua , t), a = 1,2, is the 
Gaussian equation of r, bB a is the trace of the second 
fundamental form of r, and 

00' oO'(ua, t) 

ot at 
From (2.10), we have 

[Kk - O'/1'Jn~ = 0, on r,2. (2.13) 

3. BALANCE LAWS OF MICROELECTRO­
MAGNETISM 

All theories of electrodynamics in the presence of 
matter are physically based on the assumption that 
on a "microscopic" scale Maxwell's equations in free 
space are valid. This assumption is not requisite, and 
one could just as easily postulate a description based 
on (2.4) and (2.5). The resultant equations in both 
cases, phenomenologically, are identical for this theory. 
Those favoring a minimal beginning may consider that 
we have made the former assumption, while for 
others, desiring to look into material mixtures, the 
latter assumption may appear to be more natural. 

The derivation of the fundamental laws of micro­
electromagnetic theory (or, equivalently, polar electro­
magnetism or micromorphic EM theory) will be made 
through a smoothing process introduced by Eringen. tO 

We imagine that the 4-dimensional manifold S',. 
occupied by body-time, is made up of a collection of 
nonintersecting 4-dimensional submanifolds S4M ' 

M = 1, 2, ... ,N, called micro-elements. The EM 
fields associated with the points x« of Sit are assumed 
to satisfy the fundamental laws (2.8)-(2.10) of 
relativistic EM theory.u However, these fields may 
be unbounded and may be discontinuous across the 
boundary of any two adjacent microelements S4M 
and S~" M =;f:. M'. To account for such possible 
discontinuities, we consider the microelectromagnetic 
fields as distributions. Let cP(~) (called the test 
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function) be an infinitely differentiable function in 
S'" that vanishes outside of a bounded 4-dimensional 
region (has bounded support) containing the body­
time. The test function will be used to smooth out the 
discontinuities of the microelectromagnetic fields. 

The following is an identity that follows from the 
generalized form of Stokes' theorem: 

where all quantities carrying a prime denote micro­
scopic fields. In the sense of distributions, the integrals 
on the right-hand side of this identity are meaningful. 

From (2.8b) and (2.9b), this identity may also be 
written as 

-11 cpG'''p dl~~2) 
J'sl_r' 

= fSB_
r

( cp;pG'''1I + 4; CPJ''') dl~(3) 

_ 2rr r cpX'rzll dA~~). (3.1) 
c Jrt-r" 

We now imagine that the manifolds S3, 82, and r 2 

are subdivided into a large number of nonoverlapping 
submanifolds S), Sk-, ri, J, K, L» 1. Then, 
clearly, 

-I I r cpG'''1I dA~~2) 
K JSK'csl-rl 

= I r (CP;IIG,rzll + 47T CPJ'rz) dA~(3) 
J Js"scsB-r2 c 

The integrals taken over the open submanifolds 
define the following surface averages: 

(cpGIJII)(2) dA~~) == liID f J • cpG'''1I dA~~2), 
SIl .... 0 JSK-r 

( .J.. GIJII) dAIS) == lim 1 .J... G'''II dAdS) 
'1'.11 (3) IJ • a 2 '1'.11 " , 

SJ -0 sJ-r 

i 
(3.3) 

(.J..]«) dA(3) == lim .J..J'IJ dAdS) 
'I' (3) IJ a a 1'1' rz' 

SJ -0 sJ.-r 

(cpxlJlI)(2) dA!~1 = lifl f. CPX'1J1l dA~~2), 
rL .... 0 JrL _pI 

where the new area measures on the submanifolds 
Sfc, S~, and ri are indicated respectively by dA!~I, 

dA~3) , and dA~~ , and the subscript (2) or (3) is attached 
to the angular brackets as a reminder of the dimen­
sion of the submanifold over which the mean is taken. 

A physical motivation for the introduction of the 
definitions (3.3) may be made as follows: While the 
local microfields G'''II, J'IJ, and X'IJII are not well 
behaved, nonetheless, there exists small open sub­
manifolds S1: , ~, and ri over which these fields may 
be smoothed out by multiplying them by the test 
function rp and integrating these products over the 
above submanifolds. The resultant integrals can then 
be considered as densities associated with S1:, S~, 
and ri. The limits Sj., S~, ri - 0 are to be under­
stood only in the sense that these manifolds are so 
small that the summations in (3.2) may be replaced by 
integrations. The mathematical justification of (3.3) 
can also be made by providing a microsubstructure to 
these manifolds. This simply means that the integra­
tions are performed over a set of new variables ;rz, 
ex = 1, 2, 3, 4, that cover each submanifold. 

From (3.2), in the limit as J, K, L - 00 and the 
areas of ~, Si, ri- 0, we obtain 

Similarly, for the F'IJII field, ~e have 

-11 (cpFIJII)(21 dA!~1 = r .(cp;IJFIIIJ)(3) dA~31, 
Js2_rl JF-r 

(3.5) 

where the averages indicated by angular brackets are 
defined similarly to (3.3). If in (3.4) and (3.5) we close 
the surface S3, we find 

If r is a locally smooth surface (as we assume 
henceforth), then, using (2.6), we may express 
(tfoJ\>lJlI)(21 as 

(tfoJ\>"II)(21 = (cpKIJ)(2Inll - (cpKII)(2)n"; 

<cpK«)(2In« = o. 
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Equations (3.4)-(3.7) are postulated to be the master 
balance laws of microelectromagnetic theory. 

4. FIELD EQUATIONS 

By applying Stokes' theorem to the integrals in 
(3.4)-(3.7) and postulating that the integrals are valid 
for all submanifolds S3 - r 2, S2 - r 2, and r 2 - r'2 
in space-time, we obtain, 

(cpGPa)(2);a - (cp;~Gpa)(3) = (47T/C)(cpJP)(3) ' (4.1) 

(CP;aGPa)(3);P + (47T/C)(cpJP)(3);P = 0, (4.2) 

(cppPa)(2);a - (cp;JPa)(3) = 0, (4.3) 

(CP;aftPa)(3);P = 0, in S4 - r, (4.4) 

and ,the jump conditions 

[(cpGaP)(2)]np = (47T/C)(cpJ(,aP)(2)np = (47T/C)(cpKa)(2) ' 

(4.5) 

[(C/47T)(CP;pGap)(3) + (cpr)(3)]na + (cpKA)(2);A = 0, 

[(cppaP)(2)]np = 0, 

[(cp;P paP)(3)]na = 0, 

[(cpKa)(2)]n~ = 0, 

on r, 
on r,2. 

(4.6) 

(4.7) 

(4.8) 

(4.9) 

Equations (4.1)-(4.4) are the master differential field 
equations and (4.5)-(4.9) are the master jump con­
ditions of relativistic microelectromagnetic theory. 

By use of these equations, we can derive theories 
involving various order mqments of the electro­
magnetic fields. To this end, we recall that the test 
function cp(x'a) is expandable in each S~, S1-, and 
ri about a point xa

, i.e" 

where 

Here the gA are the reciprocal base vectors to gA' 
and p is the position vector, 

By use of (4,10), we may write 

(cpGaP)(2) == cpGaP + ! CP;Al ... A. GaPAl ' , , A", 
p~l 

( .I.. GaP) - ~ .I.. ~aAI .. , A" 
'/';p (3) = "'" '/';Al ' . , A, , 

p~l 

(cpr)(3) == cpr + ! CP;Al ' , , AprAl ' .. ;''', 
p~l 

(cpJ(,aP)(2) == cpJ(,aP + ! CP;Al'" A,J(,aPAl'" AP, 
p~l 

(cppaP)(2) == cppap + ! CP;Al ... A.taPAl ' , ';'P, 
p~l 

(cp;p Pg;P)(3) ==! CP;Al." A/faAl ", ;''', 
p-l 

(4.11) 

where we have defined 

GaPAl "'Ap == (1/ p !)(Gap~(Al. •• ;"P)(2) ' 

~aPAl . "Ap == (1/ p !)( Ga(P;"l ... ~A'\3) , 

r Al 
00' A. == (l/p!)(r~(AI •.• ;"")(3)' 

J(,aPAl"·A. == (l/p!)(J(,aP~(.lol ... ;"P)(2) 

= KaAl'" A.nP _ KPA1'" .lo"nll., 

Ka.lol'" A. == (l/p!)(Ka~(.l.l ... e")(2) ' 

paPAl'" A" == (l/p!)(PaP~(.l.l ... e")(2) ' 

:FII.PAI 00' A" == (l/p!)(pa(pel. .. e")(3) ' 

(4.12a) 

(4.12b) 

(4.12c) 

(4. 12d) 

(4.12e) 

(4. 12f) 

(4.12g) 

and a parenthesis enclosing a set of indices denotes 
symmetrization. Upon substituting (4.11) into the 
master equations (4.1)-(4.9) and noting that they are 
to hold identically for all admissible values of CP'A "'A , 

• 1 " 
we obtain the field equations 

GaP;p = (47T/C)r, (4.13a) 
GaPA1"'A,;p + Ga(Al"'A,,) _ ~aAl"'A' 

= (47T/C)rAl "'A",p ~ 1, in S4 - r, (4.13b) 

paP;p = 0, (4.13c) 

paPAl' , 'A,,;p + pa(.l.l··· .lop) _ :FII.Al . , . Ap = 0, 

P ~ 1, in S4 - r, (4.13d) 

r;a = 0, (4.13e) 

rA';a + JAI = -(C/47T)~aA';a == aA
" (4. 13 f) 

rAl"'AP;a + J(Al· ooAP) = -(C/47T) 

X (~a.lol·'· AP;a + ~(Al'" AP) == aAl'" A", 

p ~ 2, in S4 - r, (4.13g) 

;ja~p = 0, (4.13h) 

;jPAl'" A,,;p + ;j(.l.l"· A,,) = 0, P ~ 1, in S4 - r, 
(4.13i) 

and jump conditions 

[GaP]np = (47T/C)J(,aPnp = (47T/C)Ka, (4. 14a) 

[GaPA1'" A"]np = (47T/C)J(,aPA1'" A"np 

= (47T/C)KaAl··· A", p ~ 1, on r - r,2, 

(4.14b) 

[pap]np = 0, (4. 14c) 

[Pg;PA1' 00 A"]np = 0, p ~ 1, on r - r,2, (4. 14d) 

[r]na + KA;A = 0, (4. 14e) 

[rAl "')" + (C/47T)~aAl'" ;''']na + K'Ul'" ),P:A 

+ K(Al'''A,,) =0, p~l, onr-r,2, (4.14f) 

[:F«Al"'),"]n" = 0, p~l, onr-r,2, (4. 14g) 

[Ka),l···;'·]n; = 0, on r,2. (4. 14h) 
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Symmetry properties of these tensors are noted by 
the following identities: 

G«fJ= -GfJ«, 

G«fJ)"l " " "A. = _ GfJaA1 " " "A. = G«fJ(A1""" A'), 

~«A1"""A' = ~«U1""'A'), 
p«fJ= _PfJ«, 

P«fJA1 ... A" = _ PfJaA1 ... A" = P«fJU1'" A.), 

2«A1' .. A. _ ,r«(A1'" A.) J' - v' , 

J«A1"'A" = JI1.(;.l···AP), 

aA1 '" A" = aU1 '" A'), (see Ref. 12), 

J\,«fJA1'" A. = K«A1'" A.nfJ _ KfJA1'" A"n«, 

K«A1 ... A. = K«(A1'" A'), 

K«A1···A·n« = 0. 

(4.1S) 

The first two sets of (4.13) and (4.14) (equations for 
G's) constitute a generalization of the Ampere-Gauss 
law, the second two (equations for F's) are a generali­
zation of the conservation of magnetic flux, and the 
last three sets (equations satisfied by J's) are the 
generalization of the law of conservation of charge. 
A microelectromagnetic theory of grade p will be 
defined as that theory for which the (p + l)th averages 
of all the aforementioned averages [(p + l)th moment 
of fields] vanish. For example, Maxwell's equations 
constitute a theory of grade zero. The theory of grade 
1 is presented in Sec. S. Theories higher than grade 1 
are clearly quite complicated. 

5. MICROELECTROMAGNETIC THEORY 
OF GRADE 1 

Polar electromagnetic theory of grade 1 (alterna­
tively, micromorphic EM theory) is embodied in the 
field equations 

G«fJ;fJ = (47T/C) r, 
G«fJ":fJ + G d - ~«A = (47T/C) r", 

- fJ F«;fJ =0, 

p«fJA;fJ + p«A _ :Fd = 0, in S' - r, 
and in the jump conditions 

[Gl1.fJ]nfJ = (47T/C)K«, 

[G«fJA]nfJ = (47T/C)KIZ
", 

[P«fJ]nfJ = 0, 
[pafJ).]nfJ = 0, on r. 

(S.la) 

(S.1b) 

(S.1c) 

(S.ld) 

(S.2) 

According to (4.1S), the tensors appearing in these 
equations possess the following properties: 

GlZfJ = -GfJ«, p«fJ = _ PfJ«, 

G«fJA = _ GfJd, p«fJA = _ PfJaA. 

Equations (4.13e)-(4.l3i) and the jumps (4.14e)­
(4.l4h) become, for grade 1, 

~(p;.) = -(47T/C)J(PA) = -(47T/C)a(PA), 

y(pA) = 0, 

~p\p = -(47T/C)a", 
c;.pA - ° oJ ;Il - , 

JP;p = 0, 

JPA;p + JA - aA = 0, in S' - r, 
[~Ap + (47T/c)JAP]nA = -(47T/C)(KP + KAp:A), 

[j-AP]n A = 0, 

[JP]np + KA:A = 0, 
K(pA) = 0, on r - r,2, 

.[KP]n~ = 0, 
[KPA]n~ = 0, on r,2. 

We recall that KPnp = KPAnp = 0. 

(S.3a) 

(S.3b) 

(S.3c) 

(S.3d) 

(S.3e) 

(S.3f) 

(S.4a) 

(S.4b) 

(S.4c) 

(S.4d) 

(S.4e) 

(S.4f) 

From (S.3a) and (S.3b) , we see that :FPA is skew, 
and the symmetric part of~pA is determined when J(PA) 
is known. Equations (S.1b), (S.ld), (S.3c), (S.3d), 
(S.4a), and (S.4b) may thus be written as 

GafJA;fJ + G«A _ ~[«A] = (47T/C)J[«A], 

p«fJA;fJ + P«A _ j-[«A] = 0, 

~[PA\A = (47T/C)(JP - J[p-,];).), 

';;'[p).] - ° v ;). - , 

[~[AP] + (47T/C)J[AP~np = (47T/C)(KA + KAA:A), 

[:F[AP]]np = 0. 

(S.Sa) 

(S.Sb) 

(S.5c) 

(S.Sd) 

(S.6a) 

(S.6b) 

Thus, for the theory of grade 1, we need only 

concern ourselves with the skew parts of g, F, and J. 
Hence, we adopt the following convention: By 
writing ~«fJ :F«fJ and J«fJ we mean g[«fJ] :F[«fJ] and , , , , 
J[«fJ]. 

We now proceed to give the forms of the above 
field equations in a Euclidean frame of reference. To 
this end, we employ (2.2) and the additional fields 
e, $, :Ie, and j) defined by 

j< ~ (dual $, -it), 

g ~ (dual:fe, -i~). (S.7) 

Further, P«{JA and G«fJ). may be given uniquely by 

Fkt ~ €k!mBmr, Fk,r ~ -iEk
r , 

F kl' ~ i€klmBm4, 
Gk!r ~ €k!mH mr , 

G k!' ~ i€k!mHm', 

Fk44 ~ Ek
4

, 

Gk4r ~ _ i Dkr, 

Gk4
' ~ Dk4. 

(S.8) 

If we recall the definitions (4.l2c) for J«fJ, we see that 
J[a{J] = (J[a~fJ]>(3) is none other than the polarization 
tensor of classical electromagnetism (cf. Grot and 



                                                                                                                                    

1990 A. C. ERINGEN AND C. B. KAFADAR 

Eringen, Ref. I, p. 643). Hence, we set 

J :, [dual (-eM - P x v), -icP)], (S.9) 

where M is the magnetization, P is the polarization, 
and v is the velocity vector. Using the properties of 
K,,{J given in (S.4d) and its definition KI1.{J = <K[I1.~{J])(2)' 
we can express it in a unique form 

K :, (1 - "rD)/c2)-![dual (-cpn - n x "(D)n), -icn1, 
(S.IO) 

where 
n· n = 0. 

Therefore, the discontinuity surface can only support 
a surface polarization n, perpendicular to the normal, 
and a surface magnetization pn, parallel to the normal. 

Employing the above definitions (S.7)-(S.IO) and 
(2.2) in (S.1) and (S.2), we obtain the field equations 

Dk;k = 47TQ, Dlk;l + Dk - !I)k == 47Tpk, Dk4;k = 0, 

Ek1mH _1 aD
k _ 47T Jk 

m;l C at - c ' 

EkmnH l. _! a~l + ~lm(H _ Je ) 
n.m C at m m 

= _47TEk1m ( Mm + Emrspr ~), 

kim 4 1 aD'" (Dk mk) 4 pk 
E Hm;1 - ~ at - - J.J = - 7T , (S.11) 

Bk;k == 0, Blka + Bk - $k == 0, Bk';k = 0, 

~/mE . + 1 aBk = ° 
m.1 C at ' 

EkmnE '. + 1 OBkl + Eklm(E _ S ) = ° n.m C at m m , 

EkimE ' .. +.! aBk' + Bk _ [l"k = ° in CO" - r, 
m .1 C at ' 

and the jump conditions 

[Dk]nk = 47T0", [Dk']nk = 47T7T1
, [Dk']nk = 0, 

"klmn/[Hml + "(n)c-1[Dk] = (47T/C)Kt, 
Ekmnnm[H n'] + V(D)C-1[l)k/] 

= -47T~/"'{pnm + 'P(n)C-1E",rs7Trn'), 

c1mnz[Hm'] + 'P(D)c-1[Dk'] = -47T~, (S.12) 

[Bk]nk = 0, [BTd]nk == 0, [Bk~nk = 0, 

Eklmn,[Eml - 'P(D)c-1[Bk] = 0, 

Ek"'nn",[Enl] - "(D)c-1[Bkl] = 0, 

EkZmnz[Em'] - v(D)c-1[BU] = 0, on r, 
where CO" is the region of 3-dimensional space where 

the EM fields are continuous and r is the discon­
tinuity surface. The field equations and jump con­
ditions (S.Sc), (S.Sd), and (S.6) for the script capital 
fields become 

!I)k;k = 47T(q - pk;k)' (S.13a) 

Ek1mJe _ ! a!I)k 
m:1 C at 

47T( apk ) = - Jk + - + Eklm(cM + E P"V'). ::l m mr, .1' 
C fit 

(S.13b) 

(S.13c) 

CO" - r, (S.13d) 

S!l:k = 0, 

klms +! a$k _ ° in 
" "':, C at - , 

[!I)IJn, = 47T(U - 7T";,,) - 47T[Pk]n", (S.14a) 

E"/"'nz[Je",] + "(n)c-1[!I)k] = 4c
7T

[ K" + x".a 

(a1T" -" be + "b) k " ] x -at - 71" 'P(D) e CE P;b - "(Dln 7T :a 

+ 47T {Ekl"'n,[cM", + E",r.Yv8J - "(n)[Pk]}. 
C 

(S.14b) 

[$klnk == 0, (S.14c) 

E"I"'nl[S",] - "(n)C-
1[$k] == 0, on r. (S.14d) 

From (S.3e), (S.4c), and (S.4e) the zeroth moment 
of the conservation of charge equation is 

aq + Jk'k = 0, in CO" - r, 
at . 

[Jk 
- qv

k
1nk + ~; + K":" - uV(D)b"" = 0, 

on r - r,2, (S.lS) 

[Kk - upk]n~ = 0, on P2. 

The first moment [excluding (S.4f)] is identical to 
Eqs. (S.13a), (S.I3b), (S.I4a), and (S.I4b). Finally, 
(S.4f) is 

[7TkJn~ = 0, (S.16a) 

Eklmn;[cpn", + "(DIEmrs7Trn'] - P(D.)[7T"] == 0, 

It is to be noted that, in the microelectromagnetic 
theory of grade 1, Maxwell's equations are supple­
mented with additional field equations and jump 
conditions for the new vector fields tk' :Ak , Jek, ~k. 
Hk" Ek" Dk" and Dk' and the new tensor fields H"I, 
Ek', Dkl, and Bkl. 

A comparison of Maxwell's equations for ponder­
able matter with Eqs. (5.1)-(5.4) is in order. If we 
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assume that, for the grade 1 theory, 

(I) microscopically, F;/I = G;/I' 
(2) the moments of the electromagnetic field F;p, 

and the surface current J(,/IlP, vanish while the moments 
of the current J '" do not, 

then Maxwell's equations in the presence of matter 
are equivalent to (5.1)-(5.4). For, under these 
assumptions, 

G"AIl = F"AIl = 0, 

which imply [cf. (5.lb), (5.1d)] 

F"A = :F"A, 
G"A = gIlA + (47T/C)J"A, 

and since pA, :F"A, and now gIlA [cf. (5.5c), (S.6a) and 
recall K"A = 0] satisfy the identical relations as 
(dual B, -iE) of Maxwell's equations in matter, then 

F"A = :F"A = gIlA, 
and thus (5.1)-(5.4) are identical to (2.8) and (2.9). 
Hence, Maxwell's equations for ponderable matter 
are a special case of the laws for an electromagnetic 
polar medium of grade 1. 

For a complete theory, the aforementioned balance 
laws must be supplemented with the mechanical laws 
of motion and constitutive equations. The straight­
forward case of a rigid linear medium can be dispensed 
with by taking F"A, :F "A, and F,,/ as linear functions 

JOURNAL OF MATHEMATICAL PHYSICS 

of G "A' g"A' and G "A"' However, constitutive equations 
for a deformable medium require the general thermo­
dynamic considerations appropriate to the complete 
polar electromagnetic theory with mechanical interac­
tion and will be considered in a later paper. 
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a rough test of the usefulness of the (I + !)2 substitution is described; flexibility advantages provided by 
the new transformations are pointed out. 

I. INTRODUCTION 
The first-order WKB quantization conditionl - 3 

provides a method for determining approximate 
energy eigenvalues in I-dimensional quantum mechan­
ical problems. This approximation is also applied to 
radial problems through use of an effective potential 

energy. Langer' developed a transformation method 
for turning a radial problem into a I-dimensional 
problem, whereby the radial quantization condition 
is a particular modification of the I-dimensional 
WKB condition. However, the Langer transforma­
tions are not unique, as indicated by Krieger5; also 
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they may lead to poorer eigenvalues than those 
obtained from an uncorrected first-order I-dimen­
sional WKB condition.6 It is the primary purpose of 
this paper to point out a more general class of trans­
formations that accomplish the same end as Langer's 
but that may lead to different eigenenergies. The new 
transformations, like Langer's, introduce no spurious, 
real-axis singularities in the effective potential, and 
yield wavefunctions that meet l-dimensional boundary 
conditions and are asymptotically satisfactory for 
power law potentials. Finally, we indicate a rough 
test for utility of Langer's transformations and 
illustrate the flexibility of the new transformations in 
application to the vibrating rotator. 

II. THE WKB QUANTIZATION CONDITION 

The first-order, I-dimensional WKB quantization 
condition is 

2(2m)iJ,X2 n + t = -- [En - V(x)]i dx. 
h Xl 

(1) 

In Eq. (I), n is a nonnegative integer, m is the particle 
mass, h is Planck's constant, En is the nth approximate 
energy eigenvalue, Vex) is the potential energy of m, 
and Xl and X2 are the classical turning points deter­
mined from the equation En - Vex) = O. In this 
paper, we assume that for each En there are two and 
only two turning points. Equation (I) is applicable to 
the eigenvalue problem defined by the equation 

1p"(x) + q2(X)1p(X) = 0 

and the boundary conditions 1p(± 00) = 0, where 

q2(X) = (81T2m/h2)[En - Vex)]. 

Equation (1) should not be applied directly to a 
radial eigenvalue problem defined by the equation 

R"(r) + Q2(r)R(r) = 0 

and the boundary conditions R(O) = R( (0) = O. 
Here, 

Q2(r) = 81T:m [En - Veflr)] 
h 

= 81T2m(En _ VCr) _ ~ 1(1 + 1»), (2) 
h2 81T2m r2 

with I the rotational quantum number. This is because 
of the distinction between the boundary condition 
1p( - 00) = 0 and th« origin condition R(O) = O. 
Recently, there has been considerable interest in the 
application of altered forms of Eq. (1) to radial 
problems.5- 9 Discussions can be found in the works 
of Froman and Froman8 and of Heading. lo 

III. LANGER'S TRANSFORMATIONS 

Langer's link between the I-dimensional problem 
and the radial problem was made through use of two 
transformations. These are a transformation of the 
independent variable r and of the dependent variable 
R(r) through 

rex) = eX, 

R(r(x» = eixX(x). 

(3a) 

(3b) 

Application of these transformations to the radial 
SchrOdinger equation results in 

X"(x) + e2X{(81T2mjh2)[En - Vex)] 

- (l + Wr2X}x(x) = O. (4) 

This equation is of the same form as the original 
equation for R(r). However, in Eq. (4), the inde­
pendent variable x can take values from - 00 to 
+ 00, and X(x) satisfies I-dimensional boundary 
conditions. Therefore, the new dependent variable 
X(x) is the solution to a I-dimensional problem. 
Applying Eq. (1) to Eq. (4) and transforming back 
to the independent variable r yields the quantization 
condition 

(n + l) = 2(2m)iJ,
T

2(En - VCr) - ~ (l +2 W)i dr. 
h T, 81T m r 

(5) 

Here, rl and r2 are determined from the condition 

The origin difficulty is taken into account in Eq. (5) 
by replacing l(l + I) by (l + t)2 in the centrifugal 
term of the effective potential. That is, h2 /321T2mr 2 

has been added to the effective potential. This replace­
ment is sometimes known as the Langer-Kemblell 

(LK) correction and is so denoted here. Significantly, 
the LK correction introduces no new singularities in 
the effective potential [except in the case I = 0 for VCr) 
analytic atr = 0]. Further, Langer showed that his 
transformations were applicable as x ~ - 00 and 
as x ~ + 00. As has been pointed out (Ref. 8, pp. 
113-14), Langer used this treatment only for the 
Coulomb potential VCr) = klr, without implying its 
universal applicability to all radial problems. 

IV. OTHER TRANSFORMATION PAIRS 

A set of transformations, which moves the origin 
to - 00 as Langer's does, but which is more general, 
IS 

r(y) = ro exp [HyP + py)], (6a) 

R(r(y» = (yP-l + l)i exp [HyP + py)]X(y). (6b) 
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Here, p is a positive odd integer and ro is a scaling 
factor with the dimensions of r. The result of using 
these transformations on the radial Schrodinger 
equation is again an equation of the form 

x"(y) + Q2(y)X(Y) = 0, (7) 

where 

Q2(y) = (87T
2

m (E _ V) f (yP-l + 1)2r~ 
h2 4 

2 

X exp (yP + py) - [(1 + W] ~ (yP-l + 1)2 

(p - 1)(p - 2)yP-3 3(p - 1)2l P-4) + - . 
2(yP-l + 1) 4(yP-l + 1)2 

(8) 

Using Eq. (1) to determine the energy eigenvalues of 
Eq. (7), one obtains 

1 i1l2 

n + t = - Q(y) d y, 
7T 111 

(9) 

where Yl and Y2 are the values of y for which Q2(y) = 
O. When Eq. (9) is re-expressed in terms of r, it becomes 

(n + t) = 2(2m)tJ,r
2 [En - V -~ 

h T1 87T mr 

X ((1 + t)2 _ 2(p - 1)(p - 2)yP-3 
p2(yP-l + 1)3 

3(p - 1)2lP-4)]! + dr. 
p2(yP-l + 1)4 

(10) 

In Eq. (10), r 1 and r 2 are the transformed values of Yl 
and Y2 and y(r) is the function of r defined by 

yP + py - 21n (r/ro) = O. (11) 

To obtain an explicit expression for y(r), Eg. (11) must 
be inverted; Hille12 describes a method of inversion 
for general p. For the special case of p = 3, Y is 
expressible in terms of radicals and it is 

y(r) = {In (rlro) + [1 + In2 (rlro)]!}! 

+ {In (rlro) - [1 + In2 (rlro)]!}!. (12) 

One should note that Eqs. (6)-(11) reduce to the 
corresponding Langer expressions when p = 1. 

The noteworthy aspect of Eqs. (6) is that they lead 
to a new radial quantization condition (10), which is 
transformation dependent through parameters p and 
ro. The sum of the two new terms in Eq. (10) may be 
positive or negative, depending on p and y. For 
p = 3 at y = 0 (r = ro), the sum is of opposite sign 
and \6 as large as the LK term -h2/(327T2mr2). As 
y ---+- ±oo, the new terms are of order [I/ln2 (r/ro)] 
times the LK term and so are dominated by it. 

The derivation of Eq. (10) is based on the implicit 

assumptions that the transformed differential equa­
tion (7) has solutions that meet the conditions 
X(± (0) = 0 and are asymptotically satisfactory. It 
is not difficult to show that X(y) must satisfy the 
boundary conditions for a I-dimensional problem. 
Remembering that R(r) must decrease at least as fast 
as r in the limit as r ~ 0, one sees that X(y) goes to 0 
as least as fast as (yP-l + I)-! exp [HyP + py)] , as 
y ~ - 00. Further, if the boundary condition R(r)~ 0 
as r ~ 00 is to be met, then X(y) must go to zero 
faster than (yP-l + I)-! exp [-HyP + py)] , as y ~ 
+ 00. A criterion for asymptotically satisfactory 
solutions at the boundaries has been given by Langer 
and it is that the integral 

I == f,O(y)/Q(y) I dy 

be convergent when y is allowed to recede to the 
boundaries. Here, O(y) = S"(y)/S(y), where 

S(y) = Q-!(y)~t-Il, ~ = f Q(y) dy, 

and fl = 1/(11 + 2), where 11 is the order of the zero of 
Q2(y) at the nearest turning point. We have examined 
the convergence of 1 for all potentials asymptotically 
of the form VCr) = kr~ with k and 0 real constants. 
We found that 1 is convergent as y ~ ± 00 for all 
p, k, and 0, with one exception. For constants p = 1, 
0=-2, k = _h2(l + W/87T2m, then 1(-00) is 
divergent. This one failure occurs for a reason 
analogous to the failure of the ordinary WKB method 
at turning points, i.e., Q( - (0) = 0, while O( - (0) -:;e O. 

The new transformations given by Eqs. (6) introduce 
no spurious singularities on the real positive r axis 
and are applicable as r ~ 0 and as r ~ + 00. However, 
that caution must be exercised in dealing with general­
ized Langer transformations is illustrated by the 
following examples. Consider first 

r(y) = ro exp (yP), (l3a) 

R[r(y)] = (yP-l)! exp (tyP)X(Y), (I3b) 

with ro and p defined as for Eqs. (6). The X(y), defined 
in Eq. (l3b), ~ 0 and also meets Langer's asymp­
totic condition as y ~ ± 00 for the same potentials as 
X(y) defined in Eq. (6b). However, because dr/dy = 0 
at y = 0, a spurious logarithmic singularity is intro­
duced into the effective potential at r = ro. Further­
more, 1 = Sy(ro) IO/QI dy is divergent. Consider next 
the transformations 

r(y) = ro exp [exp (py)], (14a) 

R[r(y)] = exp (tpy) exp [t exp (py)]X(y), (I4b) 
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with ro and p defined as above. Through Eq. (14a) the 
domain (ro, 00) is transformed to (- 00, 00). Again, 
a spurious singularity is introduced into the effective 
potential at r 0 • Also, the usual1-dimensional boundary 
condition x( - 00) = 0 cannot, in general, be met, 
since exp (ipy) -+ 0 and R(ro) :;I: O. 

V. THE VIBRATING-ROTATOR CORRECTION 

For certain special cases, the LK correction is very 
effective. In the cases of the radial, isotropic, harmonic 
oscillator and the Coulomb binding problem, the 
first-order LK corrected energy eigenvalues are 
exact. 7 .8.13 

For a vibrating rotator one can use the following 
"rough" test for applicability of the LK correction 
near the vicinity of a true potential minimum r •. It 
has been pointed out7 that, for effective potentials 
with a second-order pole at r = 0 and I :;I: 0, origin 
corrections in the second-order WKB differential 
equation are made by substituting 1(1 + 1) -
1/[64/(1 + 1)] for /(1 + 1). This indicates that radial 
corrections to second-order WKB calculations are 
of fOl1rth order in h/Jm. To be accurate to second 
order, one may use Dunham'sl4 second-order 1-
dimensional results even in an origin-uncorrected 
radial problem. Thus, one may test the size of the 
Dunham second-order I-dimensional corrections 
against the LK radial correction in the vicinity of the 
minimum of VCr). It was shown15 that the LK correc­
tion to the zero-point energy is equal to lBe plus 
negligible higher-order terms. Here, Be is a spectro­
scopic constant proportional to the inverse moment 
of inertia. On the other hand, the dominant Dunham 
second-order correction to the zero-point energy is 
!B.r, with r = [la2 - ta~]. Here, al is the cubic 
coefficient and a2 the quartic coefficient in a 
potential expansion of VCr) about r •. Thus, if r is 
close to l.lllity, one obtains second-order accuracy by 
applying the LK correction in a first-order WKB 
calculation. If, on the other hand, r is close to zero, 
it appears justifiable to neglect entirely a radial WKB 
correction in the vicinity of the potential minimum. 

If one wishes to obtain a zero-point energy with 
second-order accuracy from a first-order WKB 
calculation, one can use the transformations of Eqs. 
(6). The adjustable parameters ro and p can be chosen 
to satisfy the zero-point energy and at least one other 
condition. The zero-point condition is met if 

1 2(p - 1)(p - 2)y~-3 + 3(p - 1)2y:l>-4 _ 

4 p2(y~1 + 1)3 l(y~1 + 1)' - lr, 
(15) 

where Y. corresponds to r •. For the ground state of 
H2 ,16 for example, r = 0.60. This is about midway 
between the case of no radial correction and the LK 
value of unity. However, Eq. (15) can be satisfied if 
p = 3 and ro = 2.20r. or ro = 0.455r., as well as with 
other p - ro combinations. 
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We consider the problem of determining whether a given "particle" is elementary or is some member 
of a degenerate multiplet corresponding to an exact symmetry. We discuss a double-scattering experiment 
which can make this determination unless the members of the multiplet are unable to distinguish one 
another. Finally, such an inability is shown to be incompatible with the usual relation between spin and 
statistics and known analyticity properties of scattering amplitudes for strongly interacting particles. 

1. INTRODUCTION 

In discussions of internal symmetry the question 
arises, "How could we know if something which we 
regard as an elementary particle actually has an addi­
tional internal quantum number?" Of course if the 
symmetry is broken, as the proton charge breaks the 
isotopic spin symmetry of the proton-neutron doub­
let, there is no problem. Suppose, however, that the 
internal symmetry is not broken by any interactions, so 
that the generators of it commute with the time 
development operator H. How can we tell that a 
"hidden degeneracy" exists? Two partial answers to 
this question seem to be widely known. First, if the 
particles in question are fermions one can imagine 
confining them to a box and measuring the Fermi 
energy as a function of particle number. The hidden 
degeneracy will of course lower the Fermi energy. 
Second, there is always the possibility that the mem­
bers of the multiplet can distinguish each other and the 
degeneracy is then revealed by a suitable double­
scattering experiment. We show that the analyticity 
of scattering amplitudes as a function of center-of­
mass scattering angle requires that this possibility 
is the only one, provided that the particles have defi­
nite statistics. 

The remainder of this paper is divided into three 
sections. In Sec. 2 we analyze the relevant double­
scattering experiment. In Sec. 3 we apply the con­
straints imposed by analyticity and definite statistics. 
A brief discussion is given in Sec. 4. 

2. HYPOTHETICAL DOUBLE-SCATTERING 
EXPERIMENT 

If something which we regard as an elementary 
particle has a hidden internal quantum number then 
every such particle in a beam or target must be 
described by a density matrixl as far as the internal 
quantum number is concerned. Similarly a 2-particle 
system will be described by a density matrix. It is 
convenient to represent this matrix in terms of the 
representations of the internal symmetry group. We 

assume that the multiplet to be discovered transforms 
according to some representation D of the internal 
symmetry group. We expand the density matrix in 
terms of the projection operators for states trans­
forming according to all the representations D(II 

which appear in the Clebsch-Gordan series which 
reduces D ® D. Let !J'I., be the projector correspond­
ing to the ith partner of the / representation. Thus we 
write 

PinitiaJ = ! w(/, i)!J'I,i' (1) 
I,; 

We normalize to unit flux, setting 

! w(/, i) = 1. (2) 
I,i 

Now let T(I, i, E, z) be the scattering amplitude in the 
state (I, i) corresponding to center-of-mass total 
energy E and scattering angle 0, z = cos O. After a 
single scattering the density matrix is 

Ponce = ! w(/, i)!J'I,; IT(/, i, E, z)1 2 

1,i 

and the corresponding flux is 

:F once = ! w(/, i) IT(l, i, E, z)12
• (3) 

I,t 

We now imagine that the scattered and recoiling 
particles are transported in such a way that they 
collide again. If no particles are lost from the beam 
this will not change the density matrix (because the 
symmetry is exact and all "external" fields are in­
variant under it). Now let the particles undergo a 
second scattering at the same center-of-mass energy 
and scattering angle. The resulting density matrix is 

Ptwice = ! w(/, i)!J'I,i IT(/, i, E, z)I' (4) 
I,i 

and 

:Ftwice = ! w(/, i) IT(/, i, E, z)I'· (5) 
1,i 

For compactness we will set 

A(/, i) == IT(/, i, E, z)1 2 ~ O. (6) 
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Now consider the case where D is dimensional 
(that is, no hidden degeneracy). Then each sum re­
duces to one term and we have 

"" (,--)2 :i'twice = :i' once • (7) 

Suppose that the degenerate case manages to simu­
late this result. The necessary condition is 

2 w(I, i)A(I, i)2 = [2 w(I, i)A(I, 0]2. (8) 

Making use of Eq. (2) we can rewrite this as 

2 w(I, i)w(J, j)[A(I, i)2 - A(I, i)A(J, j)] = O. (9) 
/,i 
I,j 

Interchanging indices and adding the resulting equa­
tions we find that 

2 w(I, i)w(J,j)[A(I, i) - A(J,j»)2 = O. (10) 

Thus the necessary condition (8) requires that IT(I, 012 

be independent of i (which is guaranteed by the sym­
metry) and also independent of I. We now show that 
in the degenerate case this last constraint is in fact 
impossible. 

3. STATISTICS AND ANALYTICITY 

To show that the functions T(I, E, z) cannot all have 
the same magnitude we need two facts. First, at each 
value of E, every T(l, E, z) is an analytic function2 of 
z in some neighborhood of the point z = O. Hence the 
ratio 

cfo IJ(z) == T(I, E, z)/T(J, E, z) (11) 

is analytic in some neighborhood, except possibly for 
poles. The condition of indistinguishability requires 
that cfo have unit modulus on the real axis between 
z = -1 and z = + 1. This means that cfo cannot be an 
odd function. The fact that Icfol = 1 would require 
z = ° to be a singular point, but in the neighborhood 
of a pole an analytic function must grow without 
bound. 

Now we show that, if there is more than one ampli­
tude T(l, E, z), at least one of the functions cPIJ must 
be odd and hence cannot have unit modulus. To do 
this we note first that, using the usual relation between 
spin and statistics3 we can require the amplitude to have 
definite transformation properties under exchange of 
the space, spin, and internal coordinates of the final 
state particles. For the spin singlet-to-singlet transition 
amplitude this requires that the amplitude be even 
under simultaneous interchange of space coordinates 
(z -- -z) and internal symmetry coordinates. 

Since the generators of internal symmetry for two 
independent particles commute we can take each of the 
internal symmetry wavefunctions labeled by I to be 
either even or odd under interchange of internal sym­
metry coordinates. To see that both types must occur 
simply consider the (unreduced) tensor product D ® D 
resolved into odd and even parts, 

~:~~l(g) = Diig)D il(g) ± D iig)Diz{g)· (12) 

If either part vanishes we may multiply the resulting 
equation by [D-l(g)]mi and sum on i to obtain 

~mkD il(g) ± ~mlD ik(g) = O. (13) 

If the representation D is more than 1 dimensional we 
may choose l-:;e m = k and prove that Dil(g) = 0, 
for all j and I. 

Thus, there must be at least one even and one odd 
T[ and their ratio cfo is subject to the analysis given 
above, showing that the T[ cannot all have the same 
modulus and proving that the internal degeneracy 
cannot be concealed. 

4. DISCUSSION 

The analysis presented here is, I think, of no practi­
cal significance. The only particles for which we can 
readily imagine performing the experiment of Sec. 2 
are protons, and the success of the nuclear shell model 
makes it already clear that there is no degeneracy. It 
however, is of some philosophical interest to see that 
the degeneracy can never fully conceal itself and it is 
intriguing that such powerful tools enter into the proof. 
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A new approach to the theory of the vector field is presented in which inelegant features like negative 
terms in the energy do not make an appearance at any stage. All components of the field are handled in 
a completely symmetric fashion and the explicitly covariant appearance of the theory is preserved in the 
process of quantization as well as in earlier stages. Though the special features which arise when the 
mass vanishes are pointed out, a detailed treatment of that case is not included here and will be given 
separately. 

I. INTRODUCTION 

The basic field equations for free relativistic particles 
of spin 1 were formulated over thirty years ago in 
several equivalent forms. One of the most familiar, 
the spin-l specialization of the general Fierz-Pauli 
form l employs a 4-vector field All obeying the Klein­
Gordon equation and a supplementary condition anal­
ogous to the Lorentz condition of electrodynamics2 

(01l0" + m2)AV = 0, 

ovA v = O. 

(ta) 

(lb) 

These equations follow directly from the Proca 
equations3 

FPV = oPAv - aVAil, 

ovFPv = m2AP, 

(2a) 

(2b) 

which in turn are nothing but a special representation 
of the Kemmer equation4 for spin 1. The familiar 
approach to the quantization of the vector field, as 
presented for example by Bogoliubov and Shirkov5 

treats (Ia) as the basic field equation and (lb) merely 
as a supplementary condition, useful, to be sure, in 
getting rid of unwelcome terms with negative sign in 
the expression for the energy of the field, but a 
nuisance where quantization is concerned: It neces­
sitates the elimination of one of the four components 
All in a manner which destroys manifest covariance in 
order to arrive at three independent quantities on 
which quantum conditions can be imposed. The final 
result is of course again manifestly covariant. This 
procedure does not lead one· into any conceptual 
difficulties but it is quite inelegant-unnecessarily so, 
as we shall see. Part of the reason for presenting a 
new approach to this old problem is thus aesthetic. 
But the main interest lies in the guidelines it provides 
towards a more satisfactory handling of a problem 
which does pose conceptual difficulties, namely the 
theory of the massless vector field. The application 
to the latter will be dealt with in a separate paper in 
view of important differences in matters of detail 
between the massive and massless cases. 

Our starting point will be the field equations in 
Proca form or, rather, the equation 

(01l01l + m2)AV - oVollAIl = 0 (3) 

resulting from the substitution of Eq. (2a) in (2b). 
Equation (3) is obtainable from the Lagrangian 
density 

C = -i(o"A v - ovAp)(oIlAV - oVA") + m2ApAIl, (4) 

by applying the usual variational procedure with 
respect to the field variables All. It is important to 
note that this equation is equivalent to both of Eqs. 
(1), when m 7Jf O. For m = 0, it does not imply the 
two separate equations (la) and (lb), nor do the 
Maxwell equations. In fact, Eq. (3) with m = 0 is 
precisely what one obtains from the Maxwell field 
equations on expressing the electric and magnetic 
fields in terms of the potentials A". 

What we will now show is that by taking advantage 
of the content of Eq. (3) as it stands, avoiding an 
artificial separation into two equations of unequal 
status (one "field equation" and one "supplementary 
condition"), it becomes possible to lay down a 
quantization procedure which is manifestly covariant 
all the way and is elegant in that no unsymmetric 
elimination of components, for example, will be 
involved. 

II. THE PLANE-WAVE SOLUTIONS 
The essential step consists in expressing the Ai' in 

terms of the appropriate plane-wave solutions of (3). 
For a plane wave characterized by the propagation 
4-vector k == (kO, k), one has 

[(k2 
- m2)~; - Pkll]AIl(k) = O. (5) 

Here k 2 = kpkp. We have used the same symbol A" 
for the field in the configuration space as well as for 
its momentum-space counterpart which appears in 
(5). The argument k will be always explicitly indicated 
in the latter case to avoid confusion. 

Viewing (5) as a matrix equation, 

M;AIl(k) = 0 (6a) 
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with 
M~ = (k2 - m2)<5~ - kVk" , (6b) 

we observe that admissible 4-vectors A"(k) must be 
eigenvectors belonging to zero eigenvalues of M. Now, 
it is a simple matter to verify that the eigenvalues of 
Mare 

(k2 - m2), 3-fold and -m2 once. (7) 

At this point it is necessary to distinguish between 
massive and massless vector fields. 

A. Case (i): m = 0 

It is clear that in this case M can have zero eigen­
values and hence can lead to nontrivial solutions for 
(5) or (6a) only if the 4-vector k" is such that 

(8) 

We will therefore take this to be true of the k" in 
terms of which M is defined. The eigenvectors, say 
U(l) , U(21' and U(31' belonging to the three equal eigen­
values k2 - m2 = ° can now be verified to be deter­
mined by 

k"ufil = 0, i = 1, 2, 3. (9) 

The remaining eigenvector, say ufo)' belonging to the 
nonzero eigenvalue _m2 cannot be a solution of (5), 
but it is nevertheless useful to note its explicit form 

urol = k"/m, (to) 

including a convenient normalization factor 11m. The 
general solution of (5) is· 

3 

A"(k) = I aiufi)' (11) 
i=1 

It should be observed that Eqs. (8) and (9) as applied 
to (11) are nothing but the two equations (1). 

For the further development of the theory we need 
the following properties of the vectors uf«) , oc = 0, 1, 
2, 3. First, since the ufil' according to (9), are orthog­
onal to the timelike vector k", they can be chosen to 
be real, mutually orthogonal, and spacelike, and 
hence normalized according to 

u(i)"ufil = -<5ij" 

Further, from (8) and (10), 

u(O)"ufo) = 1 
and, from (9) and (to), 

(12a) 

(12b) 

U(OI"u1';) = 0. (12c) 

Thu!o we have, associated with any vector k" obeying 
(9), an orthonormal tetrad of vectors uf«): 

u(<<)"ufJJ) = fJ«JJ' 

fJ diag, -fJoo = fJll = fJ22 = fJS3 = -1, (13) 

which spans the 4-dimensional vector space. Their 

completeness can be expressed through the identity7 

.i" "(<<)_,, u. = u(<<)u. = U(O)U(OIv 

- ufllu(l)v - Uf2)U(2)v - uf3)u(slv' (14) 

We will have occasion to make good use of this 
identity in the sequel. 

B. Case (ii): m = 0 

In this case M has one zero eigenvalue -m2 = 0, 
irrespective of what k 2 is, and so Eq. (5) has solutions 
violating the Klein-Gordon condition k 2 = m2 == 0. 
This solution, for k 2 #: 0, is of the form ufo) ex: k" 
and, clearly, it does not satisfy the Lorentz condition 
either. 

For vectors k" with k 2 = 0, however, a new situa­
tion arises. All the four eigenvalues are now zero and 
since the matrix itself is nonzero, it is clearly non­
diagonalizable. This is the special feature which leads 
to the complications (and, curiously enough, also 
shows the way out of them) in the case of the massless 
field. We reserve a detailed discussion of this case to a 
separate paper.8 •9 

III. QUANTIZATION 

We are now in a position to exploit the fact estab­
lished in the last section that all the four A"(k) can be 
expressed in a fully covariant way in terms of just 
three amplitudes at. Let us consider first the expres­
sions for the total energy and momentum of the field 
in terms of these. The energy-momentum density 
tensor 

T" = ~ 0 A - C<5" (15) 
v o(o"Ap) v P v 

obtained from C, as given in Eq. (4), is 

T~ = -(0" AP - oP A")o.Ap - C<5~ (16) 

and it can be symmetrized by making use of the 
equations of motion (3) and dropping a divergence 
term. The result (which we wiII continue to denote 
by T:) is 

T~ = (o"AP - oPA")(opAv - ovAp) 

+ m2A"A. - £~~. (17) 

Now, decomposing the A" into plane waves 

A"(x) = (21T)-.f d
3

k 1 [A"(k)e-ik":l' + A"·(k)eik
'''} 

(2k~ (18) 

and, introducing them into (17), we obtain, on integra­
tion of ']'0" over all space, the total energy-momentum 
vector 

P" = -! f d3kk"[AP(k)A:(k) + A:(k)AP(k)]. (19) 
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Now, from the representation (11) for A"(k) and the 
orthonormality properties (12), we find that 

AP(k)A:(k) = I a,aTufilU(j)P = -I aia1, (20) 
ii i 

so that we have for the total energy, for instance, 

pO == H = t f d3kkO I (aiai + aiai)' (21) 

It is no surprise that this is positive definite as it 
stands. 

It is now obvious that the quantization is to be 
carried out by requiring the independent amplitudes 
to obey the commutation relations 

[alk), aT(k')] = !5ij!5(k - k'), (22) 

with all other commutators vanishing. The commuta­
tor of A"(k) and AV*(k') is then 

[A"(k), AV*(k')] = I U~lU~il[aik), aT(k')] 
ij 

= I U~lU~'l • !5(k - k'). (23) 
i 

On raising the index 'JI in (14), we find that the sum 
occurring in the last expression is just 

(24) 

It will be noticed that we have not had to make any 
particular choice (e.g., longitudinal and transverse in 
the 3-dimensional sense) of the vectors uril' The 
result should be and is independent of any such choice. 

JOURNAL OF MATHEMATICAL PHYSICS 

From (24) we now recover the familiar commutator 

[A"(k), AV*(k')] = _(g"V - k"kv/m2) . !5(k - k'), 

(25) 
which in turn leads to the well-known result5 

[A,,(x), Av(Y)] = (g"v + ~2 o~" o~v) iD(x - y). (26) 
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It is shown that the linear 2-point boundary-value problems for the integro-differential equations of 
nonlocal wave interaction may be reduced to Cauchy systems. This provides new equations for the study 
of solid state plasmas, electron--electron interactions, the anomalous skin effect, and helicon propagation 
near doppler-shifted cyclotron resonance. The Cauchy system is of analytic interest and computational 
utility. 

1. INTRODUCTION 

In the study of electromagnetic fields in metallic 
slabs and semiconductors of finite thickness we are 
led to certain integro-differential equations for the 
electric field. These equations have the form 

d2e(t) (L dt2 + Ae(t) = Jo k(/t - t'/)e(t') dt', 0 ~ t ~ L, 

where A is a constant. In addition, boundary con­
ditions are specified at t = 0 and t = L. See the paper 
on the anomalous skin effect by Reuter and Sond­
heimer. l Three decisive papers2- 4 by Baraff provide 
additional references and an approach to the analysis 
through a Wiener-Hopf technique. Our approach is 
along different lines and grew out of studies in 
radiative transfer and control theory. 
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Now, from the representation (11) for A"(k) and the 
orthonormality properties (12), we find that 

AP(k)A:(k) = I a,aTufilU(j)P = -I aia1, (20) 
ii i 

so that we have for the total energy, for instance, 

pO == H = t f d3kkO I (aiai + aiai)' (21) 

It is no surprise that this is positive definite as it 
stands. 

It is now obvious that the quantization is to be 
carried out by requiring the independent amplitudes 
to obey the commutation relations 

[alk), aT(k')] = !5ij!5(k - k'), (22) 

with all other commutators vanishing. The commuta­
tor of A"(k) and AV*(k') is then 

[A"(k), AV*(k')] = I U~lU~il[aik), aT(k')] 
ij 

= I U~lU~'l • !5(k - k'). (23) 
i 

On raising the index 'JI in (14), we find that the sum 
occurring in the last expression is just 

(24) 

It will be noticed that we have not had to make any 
particular choice (e.g., longitudinal and transverse in 
the 3-dimensional sense) of the vectors uril' The 
result should be and is independent of any such choice. 
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From (24) we now recover the familiar commutator 

[A"(k), AV*(k')] = _(g"V - k"kv/m2) . !5(k - k'), 

(25) 
which in turn leads to the well-known result5 

[A,,(x), Av(Y)] = (g"v + ~2 o~" o~v) iD(x - y). (26) 
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It is shown that the linear 2-point boundary-value problems for the integro-differential equations of 
nonlocal wave interaction may be reduced to Cauchy systems. This provides new equations for the study 
of solid state plasmas, electron--electron interactions, the anomalous skin effect, and helicon propagation 
near doppler-shifted cyclotron resonance. The Cauchy system is of analytic interest and computational 
utility. 

1. INTRODUCTION 

In the study of electromagnetic fields in metallic 
slabs and semiconductors of finite thickness we are 
led to certain integro-differential equations for the 
electric field. These equations have the form 

d2e(t) (L dt2 + Ae(t) = Jo k(/t - t'/)e(t') dt', 0 ~ t ~ L, 

where A is a constant. In addition, boundary con­
ditions are specified at t = 0 and t = L. See the paper 
on the anomalous skin effect by Reuter and Sond­
heimer. l Three decisive papers2- 4 by Baraff provide 
additional references and an approach to the analysis 
through a Wiener-Hopf technique. Our approach is 
along different lines and grew out of studies in 
radiative transfer and control theory. 
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At present, it is known that various 2-point bound­
ary-value problems,5.6 integral equations,7.s and 
variational problems9•1o can be transformed into 
Cauchy systems, i.e., initial-value problems. Such 
transformations are of analytical interest. They are 
also of computational utility,1l·12 in view of the 
ability of modern computers to integrate large systems 
of ordinary differential equations subject to known 
initial conditions,13 

The purpose of this paper is to show that another 
large class of functional equations-integro-differ­
ential equations-subject to boundary conditions can 
be transformed into Cauchy systems. Such integro­
differential equations arise in modern physics in 
situations where nonlocal interactions must be con­
sidered.1.2 

To expose the chain of reasoning involved, con­
sider determining the function u = u(t), ° ~ t ~ c, 
where u is a solution of the integro-differential 
equation 

u(t) + Au(t) = fk(lt - yJ)u(y) dy, ° < t < c, 

with, for simplicity, the boundary conditions 

ti(O) = 0, u(c) = 1. 

The basic technique is to imbed the original problem 
in a class of problems and interconnect the solutions 
of neighboring members of the class.14 In this instance, 
the interval length c is viewed not as a constant, but 
as an essential variable of the problem. The solution u 
is studied primarily as a function of the interval 
length. Our principal analytical tools are the principle 
of superposition for linear systems and the assumed 
uniqueness of solution of certain linear variational 
equations. 

First the Cauchy problem is stated. This is followed 
by a derivation of the Cauchy problem from the 
boundary-value problem for the integro-differential 
equation. Next some numerical aspects are discussed. 
The concluding section is devoted to various exten­
sions. 

2. STATEMENT OF CAUCHY PROBLEM 

Let the functions u and v be solutions of the linear 
2-point boundary-value problem 

ti(/, x) = vet, x), (1) 

vet, x) + Au(t, x) = {"k(lt - yJ)u(y, x) dy, 

o ~ t ~ x ~ c, (2) 

v(O, x) = 0, (3) 

u(x, x) = 1, (4) 

where c is sufficiently small, the dot refers to differ­
entiation with respect to I, and 

k(p) = fe-p,z'W(Z') dz', p > 0. (5) 

Physical applications4 suggest the form given in Eq. 
(5). The functions J and M are solutions of the 
system 

](t, x, z) = M(t, x, z), 

M(t, x, z) + AJ(t, x, z) 

(6) 

= e-(aJ-t)/z + 1\(lt - yl)J(y, x, z) dy, 

° ~ t ~ x, a ~ z ~ b, (7) 

M(O, x, z) = 0, (8) 

J(x, x, z) = 0. (9) 

The functions e, r, C(, and R are defined by means of 
the relations 

where 

e(x, v) = i"'e-("'-V)/vU(y, x) dy, (10) 

rev, z, x) = i"'e-("'-V)/VJ(y, x, z) dy, 

C«x, z) = M(x, x, z), 

R(x) = vex, X),15 

° ~ x ~ c, a ~ v, z ~ h. 

(11) 

(12) 

(13) 

Then the functions e, r, C(, and R satisfy the Cauchy 
system 

e.,(x, v) = 1 - v-1e(x, v) - R(x)e(x, v) 

+ f rev, z', x)w(z') dz', (14) 

e(O, v) = 0, (15) 

r.,(v, z, x) = _(v-1 + z-l)r(v, z, x) - C«x, z)e(x, v), 

(16) 

rev, z, 0) = 0, (17) 

C(",(x, z) = 1 + f r(z', z, x)w(z') dz' 

- C«x, Z)[Z-l + R(x)], (18) 

C«O, z) = 0, (19) 

R,,(x) = -A + f[e(x, z') + C«x, z')] 

X w(z') dz' - R2(x), (20) 

R(O) = 0, (21) 
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where 
0::;; x ::;; c, a::;; v, z ::;; b. 

Let t be a real number for which 

In Eq. (39), we have used the dot to represent partial 
differentiation of u with respect to the first argument 
and the subscript "2" to represent differentiation with 
respect to the second argument. 

0::;; t ::;; c. (22) Introduce the functions <I> and 'Y as the solutions 

At x = t, the initial conditions on the functions u, v, 
J, and Mare 

u(t, t) = 1, (23) 

v(t, t) = R(t), (24) 

J(t, t, z) = 0, (25) 

M(t, t, z) = r:t.(t, z). (26) 
For 

x ~ t, and a::;; z ::;; b, 

the functions u, v, J, and M satisfy the differential 
equations 

ux(t, x) = -R(x)u(t, x) + f J(t, x, ZI)W(ZI) dz' , 

(27) 

vit, x) = -R(x)v(t, x) + fM(t, x, ZI)W(ZI) dz ' , 

(28) 

Jit, x, z) = -z-1J(t, x, z) - r:t.(x, z)u(t, x), (29) 

Mx(t, x, z) = -z-1M(t, x, z) - r:t.(x, z)v(t, x). (30) 

3. DERIVATION OF THE CAUCHY SYSTEM 

Consider the differential-integral equations 

u(t, x) = vet, x), (31) 

vet, x) + Au(t, x) = f k(lt - yl)u(y, x) dy, 

0::;; t ::;; x, (32) 

where the dependent variables are subject to the 
inhomogeneous boundary conditions 

v(O, x) = 0, 

u(x, x) = 1. 

(33) 

(34) 

It is assumed that the kernel k may be represented in 
the form 

k(r) = f e-r/ z' W(Z') dz ' , r > 0. (35) 

Differentiation with respect to x in Eqs. (31)-(34) 
yields the relations 

uit, x) = vit, x), (36) 

vit, x) + Au.,(t, x) = k(x - t)u(x, x) 

+ L\('t - yl)u,,(y, x) dy, 0::;; t ::;; x, (37) 

vx(O, x) = 0, (38) 

u(x, x) + u2(x, x) = 0. (39) 

of the inhomogeneous differential-integral equations 

<P(t, x) = 'Y(t, x), (40) 

'Y(t, x) + A<I>(t, x) 

= k(x - t) + fk(lt - yl)<I>(y, x) dy, 0::;; t ::;; x, 

and the homogeneous boundary conditions 

'Y(O, x) = 0, 

<I>(x, x) = 0. 

(41) 

(42) 

(43) 

Regard Eqs. (36)-(39) as an inhomogeneous system of 
differential-integral equations for the functions Ux 

and Vx subject to inhomogeneous boundary conditions. 
Use of the superposition principle for linear systems 
then provides the solution 

ux(t, x) = -u(x, x)u(t, x) + u(x, x)<I>(t, x), (44) 

vxCt, x) = -u(x, x)v(t, x) -t u(x, x)'Y(t, x), x ~ t. 

(45) 

Equations (44) and (45) are viewed as ordinary 
differential equations for the functions u and v, 
where t is a fixed parameter and the independent 
variable is x, with x ~ t. The boundary condition in 
Eq. (34) disposes of u(x, x). The functions <I> and 'Y, 
-u(x, x), and the initial conditions on the functions 
u and v at x = t will now be considered. 

Introduce the two new functions 

J = J(t, x, z), (46) 

M = M(t, x, z), 0::;; t ::;; x, a ~ z ::;; b, (47) 

as the solutions of the system 

J(t, x, z) = M(t, x, z), (48) 

M(t, x, z) + AJ(t, x, z) 

= e-(x-tJ/z + f k(lt - yI)J(y, x, z) dy, 

° ::;; t ::;; x, a::;; z ::;; b, (49) 

M(O, x, z) = 0, (50) 

J(x, x, z) = 0. (51) 

In view of the representation for the kernel k in Eq. 
(35) and the Eqs. (40)-(43) for the functions <I> and 
'Y, it is clear that the functions <I> and 'Y may be 
represented in terms of the functions J and M in the 
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form 

<D(t, x) = fJ(t, x, z')w(z') dz', (52) 

'Y(t, x) = fM(t, x, z')w(z') dz', 0 ~ t ~ x. (53) 

Again recalling the representation for the kernel k 
in Eq. (35), we write 

ex.lx, z) = 1 + i"fe-(.,-II)/.'W(z') dz'J(y, x, z) dy 

We now shift our attention to the determination of This becomes, finally, 
- ex(x, Z)[Z-l + R(x)]. (65) 

the functions J and M. 
Through differentiation with respect to x, Eqs. 

(48)-(51) become 

J.,(t, x, z) = M.,(t, x, z), 

M.lt, x, z) + AJ.lt, x, z) 

(54) 

Since 

and 

= _z-le-(.,-t)/. + k(x - t)J(x, x, z) 

+ i\(It - yl)J.ly, x, z) dy, 

M.,(O, x, z) = 0, 

J(x, x, z) + Jz(x, x, z) = O. 

J(x, x, z) = 0 

-J(x, x, z) = -M(x, x, z), 

(55) 

(56) 

(57) 

it is seen that 

J.,(I, x, z) = -z-lJ(t, x, z) - M(x, x, z)u(t, x), (58) 

M.,(t, x, z) = -z-lM(t, x, z) - M(x, x, z)v(t, x), 

(59) 
where 

x ~ t, a ~ z ~ b. 

Introduce the function ex to be 

ex(x, z) = M(x, x, z), x ~ 0, a ~ z ~ b. (60) 

It follows, from Eqs. (49) and (59), that 

ex.,(x, z) = M(x, x, z) + Mz(x, x, z) 

or 

= -AJ(x, x, z) + 1 + i\(X - y)J(y, x, z)dy 

- z-lM(x, x, z) - M(x, x, z)v(x, x) (61) 

a.,(x, z) = 1 + L" k(x - y)J(y, x, z) dy 

- ex(x, Z)[Z-l + v(x, x)]. (62) 

It is now convenient to introduce the additional 
terminology that 

r(v, z, x) = L"e-(rl)-1I)/tJJ(y, x, z) dy, 

a ~ v, z ~ b, x ~ 0, (63) 
and 

R(x) = v(x, x), x ~ 0.16 (64) 

ex.lx, z) = 1 + f r(z', z, x)w(z') dz' 

- ex(x, Z)[Z-l + R(x)]. (66) 

Now we turn to the function r. Through differentia­
tion of both sides of Eq. (63) with respect to x, we 
find that 

r.lv, z, x) = J(x, x, z) - v-1r(v, z, x) 

+ i"e-(.,-II)/V[ -z-lJ(y, x, z) 

- ex(x, z)u(y, x)] dy. (67) 

Upon simplification, this last equation becomes 

r.,(v, z, x) = _(Z-l + v-1)r(v, z, x) - ex(x, z)e(x, v), 

(68) 
where 

e(x, v) = i" e-(.,-1I)/Vu(y, x) dy, x;;::: 0, a ~ v ~ b. 

(69) 

We now obtain the differential equation for the 
function e. From Eq. (69), we see that 

e.,(x, v) = u(x, x) - v-1e(x, v) 

+ i" e-(.,-1I)/V[ - u(x, x)u(y, x) 

+ u(x, x)<D(y, x)] dy. (70) 

In obtaining the above equation, use has been made 
of the differential equation for the function u in Eq. 
(44). From this it is seen that 

e.,(x, v) = 1 - v-1e(x, v) - R(x)e(x, v) 

+ J:e-(.,-II)/v<D(y, x) dy. (71) 

Note that 
u(x, x) = v(x, x) = R(x). (72) 

The integral in Eq. (71) is transformed by employing 
Eq. (52). It becomes 

L" e-(.,-II)/tJ fJ(Y, x, z')w(z') dz' dy 

= f w(z') dz'L" e-(rl)-II)/v J(y, x, z') dy, (73) 

So" e-:<",-II)/V<D(y, x) dy = f r(v, z', x)w(z') dz'. (74) 
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The result is that the differential equation for the 
function e is 

eix, v) = 1 - v-1e(x, v) - R(x)e(x, v) 

+ fr(v, z', x)w(z') dz', a ~ v ~ b. (75) 

We now turn our attention to the function R, 
defined earlier to be 

R(x) = vex, x). 

Differentiation shows that 

R",(x) = vex, x) + V2(X, x) 

= -Au(x, x) + So\(X - y)u(y, x) dy 

- u(x, x)v(x, x) + '¥(x, x)u(x, x) 

(76) 

= -A + So"' fe-(Ol-lil/.·W(Z') dz'u(y, x) dy 

- R2(X) + f M(x, x, z')w(z') dz' 

= -A + f e(x, z')w(z') dz' 

- R2(X) + fcx(X, z')w(z') dz'. (77) 

The differential equations for the functions R, e, cx, 
and r have now been obtained. They are contained in 
Eqs. (77), (75), (66), and (68). They hold for x ~ O. 
Furthermore, from the definitions, it is seen that the 
initial conditions on these functions at x = ° are 

R(O) = 0, (78) 

e(O) = 0, (79) 

cx(O, z) = 0, a ~ z ~ 1, (80) 

rev, z, 0) = 0, a ~ v, z ~ b. (81) 

In this way it is seen that the four auxiliary functions 
R, e, at, and r satisfy a Cauchy system. 

Let t be a fixed nonnegative number. Then, for 
x ~ t, the differential equations for the functions 
J, M, U, and v are given in Eqs. (58), (59), (44), and 
(45). They may be written more conveniently in the 
form 

J",(t, x, z) = z- l J(t, x, z) - cx(x, z)u(t, x), (82) 

M",(t, x, z) = -z-l M(t, x, z) - at(x, z)v(t, x), (83) 

u",(t, x) = -R(x)u(t, x) + EJ(t, x, z')w(z') dz', 

(84) 

v",(t, x) = -R(x)v(t, x) + EM t, x, Z')w(z') dz', 

x ~ t. (85) 

The initial conditions at x = tare 

J(t, t, z) = 0, (86) 

M(t, t, z) = cx(t, z), a ~ z ~ b, (87) 

U(/, t) = 1, (88) 

vet, I) = R(t). (89) 

This completes the derivation of the Cauchy system. 

4. NUMERICAL ASPECTS 

Previous experience with similar Cauchy sys­
tems6.1l.12 indicates that the method of lines1? provides 
an effective means of solving such Cauchy systems 
numerically. Let us merely indicate its employment in 
the numerical solution of the Cauchy system for the 
functions R, e, cx, and r in Eqs. (77), (75), (66), (68), 
and Eqs. (78)-(81). A suitable quadrature formula is 
used to approximate the integrals on the interval (a, b) 
that occur: 

f
b N 

J(z')w(z')dz' r-..J.2 J(z,)ci. 
a 1.=1 

(90) 

A low-order Gaussian quadrature formula has proved 
to be efficacious in similar circumstances.ll In this 
instance the nodes Zl' Z2' ..• , Z.v are the roots of the 
Nth-order polynomial in the system of orthogonal 
polynomials in the interval (a, b), and the numbers 
C1 , C2 ,"', C.v are the corresponding Christoffel 
weights. For the interval (0, 1), these numbers are 
tabulated18 for N = 3,4, ... , 15. We introduce the 
functions ei(x) , rH(x), and CXi(X) for i,j, ... ,N, x ~ 0, 
by means of the equations 

ei(x) = e(x, Zi), (91) 

ri,(x) = r(zi' z" x), (92) 

CXi(X) = cx(x, Zi)' (93) 

The exact equations (77), (75), (66), and (68) are 
replaced by the approximate system 

\ N 

e~(x) = 1 - zj1ei(x) - R(x)elx) + 2 rimcm, (94) 
m=l 

r;;(x) = _(Z;-l + zi1)r;;(x) - cxj(x)eix), (95) 
N 

cx;(x) = 1 + I r miCm - cx,(x)[zi1 + R(x)], (96) 
m=l 

N 

R'(x) = -A + 2 [em(x) + CXm(X)]Cm - R2(x), 
m=l 

i, j = 1, 2, ... , N, 

The initial conditions, of course, are 

ei(O) = 0, 

r,;(O) = 0, 

CXi(O) = 0, 

R(O) = 0, 

x ~ O. (97) 

(98) 

(99) 

(100) 

(101) 
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for i, j = I, 2, ... , N. Such systems of N2 + 2N + 
I = (N + 1)2 ordinary differential equations subject 
to known initial conditions are readily solved numeri­
cally on modern computing machines for N S 50. 

The functions R, e, IX, and r could be produced 
numerically and stored. Then the Cauchy system in 
Eqs. (82)-(89) for the functions J, M, U, and v could 
be handled similarly. Actually, it is simpler to adjoin 
the differential equations and initial conditions for 
the functions J, M, U, and v to the differential equa­
tions for the functions R, e, IX, and r at x = I and 
integrate the entire system to x = c.10 In the event 
that values of the functions U and v are required for 
I = t1 , 12 , ••• , 1.'111 each time x = Ii' i = I, 2, ... , 
M, an appropriate system of ordinary differential 
equations corresponding to Eqs. (82)-(85) is adjoined, 
together with the initial conditions. 

5. DISCUSSION 

In subsequent papers in this series, we shall extend 
and apply the theory presented here in several ways. 
First, we must show that the solution of the Cauchy 
system actually provides the solution of the boundary 
value problem for the integro-differential equation. 
This amounts to establishing the converse of the 
theorem in Sec. 2 and wiII be given for more general 
boundary conditions than those considered here or in 
the papers by Baraff. Secondly, results of numerical 
experiments wiII be presented. Thirdly, certain non­
linear integro-differential equations wiII be treated,19 
Next the invariant imbedding approach to the eigen-

value problem will be given. 20 Lastly, physical inter­
pretations of the new equations of the Cauchy system 
must be provided. 

* Supported by the National Institutes of Health under Grants 
Nos. GM-16197-01 and GM-16437-01. 
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Maxwell's equations are derived under the assumpti?n of 4-dim~nsi~nality. of ~uclide~n space from 
a somewhat different definition of time from that consIdered by Emstem, usmg dIfferentIal forms and 
de Rham's theorem in the theory of harmonic integrals. It is shown that the continuity equation of the 
current density is an elementary consequence of the Jordan-~rouwer t~eorem of topology .under the 
requirement of integrability of the field. Matter appears as a sl.ngular POl!1t of the field, a~d mtroduces 
various kinds of "currents," in the sense of de Rham and Kodalra, accordmg to the topologIcal character 
of the domain of integration of the field. These "currents" describe characters of the material, and are 
represented not by ordinary functions, but by generalized functions in the Schwartz sense .. Examples of 
these "currents," such as electric and magnetic polarizations and the supercurrent, are gIven, and the 
origin of the fundamental difficulties with dimensions in the usual theory of electromagnetism is attributed 
to this fact. 

I. INTRODUCTION 

Flandersl has suggested that differential forms are 
more powerful than the usual tensor analysis. In the 
introduction of his book he indicates the various weak 
points of the latter. For example, he says, "in classical 
tensor analysis, one never knows what is the range of 
applicability simply because one is never told what 
the space is. Everything seems to work in a coordinate 
patch, but we know this is inadequate for most 
applications." Another important point is the fact 
that, while tensor analysis is founded on the trans­
formation of the coordinate frames, the theory of 
differential forms needs no such transformation in its 
foundation. In physical language, tensor analysis 
needs two observers, but the differential forms need 
only one observer. Therefore, the latter has the possi­
bility of eliminating coordinate transformations be­
tween different observers. 

In this paper, we show that this idea can, in fact, be 
realized for the problem of light. Furthermore, we 
show that this elimination enables us to derive 
Maxwell's equations from the invariance of the speed 
of light, using de Rham's theorem of harmonic 
integrals (Sec. V). The present derivation also gives 
some useful information on the way one can take 
into account the topological character of the domain 
of integration of the field (Secs. V and VI). 

In Sec. II, we begin with a criticism of Einstein's 
theory of relativity. We introduce the differential forms 
in Sec. III. In Sec. IV, we write Maxwell's equations 
using differential forms according to Flanders. In 
Sec. VI we briefly discuss electric and magnetic 
polarizations in connection with the problem of 
dimensions in electromagnetism and the persistent 
current in a superconducting ring. 

II. THE PHYSICAL MOTIVE 

A. Criticism of Einstein's Concept of Time 

Though it is true that Einstein's theory of relativity2 

(TR) is one of the most fascinating parts of physics, 
it still has some difficult points which we discuss in 
the following. 

(A) In TR, two clocks at different points are set by 
using the concept of the velocity of light. However, 
this concept cannot logically be defined without 
setting the clocks. In other words, the definition of 
time in TR is circular. In order to define the concept 
of time, we must not use the concept of velocity. 

(B) In TR, it is assumed that in every Lorentz 
frame (LF) we can use the "same" measure; this 
assumption means that we can take the unit of spatial 
distance which is common to all LF's. However, this 
assumption can never be justified because, to examine 
whether the two measures are the same or not, we 
must place them on a single LF, as Einstein says. 2 

The two measures of different LF's can never be 
placed on the single LF because of their definition. 
In other words, there exists no way to investigate 
whether the two units of different LF's are the same 
or not. 

(C) In TR, it is assumed that the quantity 

(~S)2 == (~X)2 + (~y)2 + (~Z)2 - (C~t)2 

is invariant for all LF's. However, this assumption is 
meaningless because, as we have shown in argument 
(B), we have no guarantee that we are able to take 
units of distance and time3 common to all LF's. The 
concepts of absolute units of distance and time must 
be given up. 

These three defects can be eliminated only if we 
remember that the distance traveled by light in a 

2005 
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vacuum defines the concept of time T to the observer 
and that the fundamental relation for light is not the 
invariance of the quantity (.lS)2, but, accordingly, the 
invariance of the equation 

(.lX)2 + (.ly)2 + (.lZ)2 - (.IT)2 = 0. (1) 

Here it is to be noted that nothing is mentioned about 
the state of the light emitter, whether it is moving or 
not, because these concepts can be rigorously defined 
only after the concept of time has been resolved. 
According to this definition, the time interval required 
during which light advances, in a vacuum, from one 
spatial point to another is measured by the spatial 
distance between these two points. If the unit of 
distance changes, then the unit of time also changes. 
However, the ratio c of the interval of space to that of 
time which is required for light to pass through the 
former is always constant even if the unit of distance 
should change; this means that, in a vacuum, the 
veloCity of light c is independent of the motion of the 
light emitter.4 Thus, one of the basic postulates in TR 
follows from our new definition of time. Equation (1) 
is the mathematical expression of the definition in an 
isotropic Euclidean space (x, y, z, T). In the units 
used in Eq. (1), we have c = 1, but we know experi­
mentally the value of c in the cgs system, in which 
the units of length and time t are decided separately; 
i.e., originally, the former referred to the meridian of 
the earth and the latter to its revolution around the 
sun: 

c = 3 X 1010 cm/sec, T = ct = 3 X 1010t. 

In the following, we explain the basic idea of the 
derivation of Maxwell's equations based on Eq. (1). 

B. The Basic Idea of Maxwell's Equations 

In argument (C) above we showed that there exists 
no way to investigate whether the quantity (.lS)2 is 
invariant for all LF's or not. However, according to 
our definition of time, relation (1), i.e., (.ls)2 = 0, 
for the wavefront of light still has it own meaning for 
every observer, because this relation is homogeneous 
with respect to the quantities x, y, z, and t. Therefore, 
a change of units implies simply the multiplication of 
the entire left-hand side of this equation by some 
constant number. By the same reason, only the 
homogeneous equation with respect to the variables 
x, y, z, and t can be adopted as the equation repre­
senting the property of light. Therefore, it can be 
represented in the form of a differential equation asS 

(2) 

~ere, if we use the invariance of the quantity (.ls)2 
mstead of the invariance of Eq. (1), then we can 
never take the right-hand side of Eq. (2) to be zero. 
Equation (2) is second-order homogeneous partial 
differential equation, and, therefore, we have two 
linearly independent solutions cP on which we do not 
h~ve any kind of boundary conditions to impose at 
thiS stage. Instead 0 f considering that we have two 
independent solutions for Eq. (2), we can formally 
regard that we have four solutions,/., Il = 1 2 3 4 

'fIp'r- "" 
for this equation, which are mutually dependent by 
the additional two independent conditions which we 
seek. Let us call these solutions CP/J the 4-component 
potential. It is to be noted that these conditions are 
also necessarily homogeneous because they must be 
form invariant to the observer, whom we can choose 
arbitrarily. We seek these conditions in the following. 
Thus far, we have implicitly omitted from our con­
sideration the location of the light emitters; these 
places are formally represented as the singular points 
of the potential CP/J with respect to the observer. Let 
the values of the quantities (- e/47T)Ocp at these 

. I' 
smgular points be formally equal to some prescribed 
values J/J with respect to the observer; we call this 
quantity J,.(x, y, z, t) the 4-current density with 
respect to him. Of course, in the nonsingular region, 
the value of the density J,.(x, y, z, t) is equal to zero. 
Thus we have the following equations: 

OCP/J = (-47T/e)J/J' '" = 1,2, 3,4; (3) 

these equations with two additional independent 
conditions completely represent the behavior of light 
in the space-time continuum which formally include 
the singular points. It is to be noted that Eqs. (3) are 
just for some particular observer because these 
equations are not homogeneous in a different way 
from Eq. (2); however, this observer can be chosen 
arbitrarily with a corresponding change of the con­
tents of the density J/J . As for the additional two con­
ditions, we can take the following two mutually 
independent homogeneous equations, one of which 
refers to the nonsingular region and the other to the 
singular region: 

and 

oJ/J = 0, 
oX/J 

(4a) 

(4b) 

where X 4 = iet and the summation convention over 
'" is used. In order to rewrite Eqs. (4) using real 
variables, we need only write the potential CP/J and 
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the current density JII as (A, ;4» and (J, icp), respec­
tively. Thus, we can find that Eqs. (4) represent the 
Lorentz condition and the continuity of the current 
density in the ordinary electromagnetic field theory. 
If we call the quantities 

E
j 

== ~(04)i _ 04>4) and Hi == 04>, _ 04>k, (5) 
lOX, ax; oXk ax, 

where j = 1, 2, 3 and (j, k, 1) is their cyclic permuta­
tion, the electric and magnetic fields, respectively, 
then Eqs. (3) can be transformed by applying the 
conditions (4) to the usual Maxwell equations for the 
fields E and H.6 Actually, conditions (4) are needed 
only in the derivation of their inhomogeneous part; 
the homogeneous part follows directly from the 
definitions (5) alone. In Sec. V, we clarify the funda­
mental reason for this fact. 

n is to be noted that, in the above discussions of 
the derivation of Maxwell's equations, we need not 
to introduce the concept of LF. 

III. THE CALCULUS OF DIFFERENTIAL FORMS 

In the preceding section, we derived Maxwell's 
equations for E and H from the invariance of Eq. (1) 
in an illuminating way. The subsequent sections are 
devoted to the more rigorous mathematical formula­
tion and generalization of the idea. In this section, 
we explain the calculus of differential formsl in order 
to introduce Flanders' ideal of Maxwell's equations 
in the next section. 

Let P be a point in an n-dimensional Euclidean 
space En. The I-forms at P are the expressions 

with the ai constant. These form an n-dimensional 
linear space L = Lp. The p-forms at P are the ele­
ments of 

APL = N'Lp , P ~ n, 

i.e., the p-forms are the expressions 

! a H dxht ... dxhJ), 

with the all constant and H = (hi' ... ,hp). Here, 
the multiplication of differentials dxi dx; means the 
exterior product dXi "dxi and obeys the following 
rules: 

(al lXl + a 21(2) "dxi - a1(1X1" dxi) - a2(1X2" dxi
) = 0, 

dxi " (a11X1 + a21(2) - a1(dxi " 1(1) - a2(dxi " 1(2) = 0, 

dxi " dxi = 0, 

dxi 
" dxi + dxi " dxi = 0, 

(6) 

where the quantities lXi denote anyone of the basis 
vectors dxi

, i = I, ... ,n, of L p or any linear com­
bination of them and the ai are real numbers. If dxi 

and dxi,j ~ i, are dependent, say dxi = a dxi , then 

dXi " dxi = a(dxi " dx
i
) = ° 

according to our reductions. Otherwise, dXi " dXi F O. 
Furthermore, we have the following relations for the 
p-forms: 

(a11X1 + a21(2) " dx2 
" ••• " dxP 

= a1 (1X1 " dx2 
" • • • " dxP

) 

+ a2(1X2 " dx2 
" ••• "dxP

), (7a) 

which is the same if any dXi is replaced by a linear 
com bination; 

1X1 " • • • " IXp = 0 (7b) 

if IX; = lXi for some pair of indices i F j ; 

(7c) 

changes sign if any two lXi are interchanged. We 
multiply a p-form il by a q-form f-l to obtain a (p + q)­
form il" f-l (which is zero by definition if p + q > n): 

,,: (APL) x (NL) -+ Ap+aL. 

The basic properties of this exterior product are 

il " f-l is distributive, (8a) 

il" (f-l " v) = (il" f-l) "v, the associative law, (8b) 

f-l" il = (-l)p·qil " f-l. (8c) 

Now let U denote an (open) domain in En. A p­
form on U is obtained by choosing at each point P 
of U a p-form at that point, and doing this smoothly. 
Thus, a p-form w has the representation 

w = L aH(x\ ... ,xn) dxH, 

where the functions aH(x) are smooth functions on U, 
differentiable as often as we please. 

The exterior algebra applies at each point of U and 
so may be interpreted on the differential forms on U 
itself. Thus, if w is a p-form and 'fj is a q-form in U, 
then w" 'fj is a (p + q)-form on U. (Of course, 
w " 'fj = 0 if P + q > n.) If 

w = L aH dxH, 'fj = L bK dxK , 

then 

w" 'fj =! aHbK dxH dxK, 

so that the coefficients of w " 'fj are again smooth 
functions, polynomials in the coefficients of wand 'TJ. 

We denote by P(U) the totality of p-forms on U. 
In particular, .FO(U) is simply the set of all smooth 
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functions on U. We can prove l the existence and 
uniqueness of an operator d, which takes each p-form 
w to a (p + I)-form dw, 

d:FP(U) --+ FP+1(U), 

such that 

dew + 'Yj) = dw + d'Yj, (9a) 

dew A 'Yj) = dw A'Yj + (_l)(deg
w)w A d'Yj, (9b) 

for each w, 

If there are r plus signs and s minus signs, then 
r + s = n, and t = r - s is the signature of the inner 
product. It does not depend on the choice of basis. It 
can be proved l that each inner product space has an 
orthonormal basis. We can also provel the following 
basic property of inner-product spaces which we need 
below. 

Theorem: Let f be a linear functional on L. Then 
there exists a unique vector fJ in L such that 

d(dw) = 0, (9c) f(IX) = (0(, fJ). 
for each function f, 

of i df= 2,-.dx. 
ax' 

Next, we define an induced inner product on each 
(9d) of the spaces A p L. We set 

The operator d, called the exterior derivative, is 
completely independent of coordinate systems, and 
subsumes the ordinary gradient, rotation, and 
divergence. Property (9c) is nothing more than the 
equality of mixed second-order partial derivatives. 
It is the source of most "integrability conditions" of 
partial differential equations. It is usually referred to as 
the Poincare lemma. We can prove l the following 
theorem, the converse of the Poincare lemma. 

Theorem: Let U be a domain in En which can be 
deformed to a point. Let w be a (p + I)-form on U 
such that dOl = 0, then there exists a p-form IX on U 
such that 

OJ = dIX. 

It can also be shown that if p ~ 1, given one solution 
IX, then the general solution is IX + dA, where a (p - 1)­
form A is absolutely arbitrary. (When p = 0, dA is 
constant.) 

These results are used in the next section. 

IV. MAXWELL'S EQUATIONS IN 
DIFFERENTIAL FORM 

It is necessary to introduce inner products into 
differential forms, to discuss our subject. An inner 
product (el., (3) of a space L is a real-valued function 
on L X L which is 

(i) linear in each variable, (lOa) 
(ii) symmetric: (IX, fl) = (fl, IX), (lOb) 
(iii) nondegenerate: iffor fixed IX, (IX, fl) = 0 for all 

fl, then IX = O. (lOc) 

An orthonormal basis of L consists of a basis 
aI, ... , an such that 

(A, fl) = I(oci , flj)1 

for A = OCI A ••• A IXp and fl = fJI A •.• A fJp, where 
the right-hand side denotes the determinant. It is 
easily seen that this definition satisfies requirements 
(10). 

We shall define an operation *, called the Hodge 

star operator. We now fix A in ApL. The mapping 

fl---* A A fl, fl E An-PL, 

is a linear transformation on A n-p L into the 1-

dimensionaF space AnL. We may write 

A A fl = fA (fl)a, 

where fA is a linear functional on A n-p L and a is an 

orthonormal basis of An L. By the fact stated above, 
there exists a unique (n - p)-form, which we denote 
*A to indicate its dependence on A, such that 

A A fl = (*A, fl)a. 

This equation defines the * map which is evidently 
linear on A p L into An-p L. Let aI,'" ,an be an 
orthonormal basis of Land aH = a l A a2 A .•• A aP , 

aK = aP+1 A ..• A an. It is then easily shown I that 

*aK = (_l)p(n-p)(aH, aH)aH. (11) 

Thus, we are ready to rewrite Maxwell's equations 
using differential forms.l Maxwell's equations in 
ordinary vector notation are 

rot E = - ! aB (Faraday's law of induction), (12a) 
c at 

47T 1 aD , 
rot H = - J + - - (Ampere's law), (12b) 

c c at 
div D = 47Tp (true charge), (12c) 

div B = 0 (nonexistence of true magnetism). (12d) 



                                                                                                                                    

DIFFERENTIAL FORMS AND MAXWELL'S FIELD 2009 

Here, c is the speed of light. We put these equations 
into the language of exterior forms. To this end, we 
set 

IX = (El dx1 + E2 dx2 + E3 dx3)(c dt) 

+ (Bl dx2 dx3 + B2 dx3 dx1 + B3 dx1 dx2
). 

{3 = - (HI dx1 + H2 dx2 + H3 dx3)(c dt) (13) 

+ (D1 dx2 dx3 + D2 dx3 dx1 + D3 dx1 dx2
), 

Y = (Jl dx2 dx3 + J2 dx3 dx1 + J3 dx1 dx2
) dt 

- p dxl dx2 dx3• 

It can easily be seen that the homogeneous equations 
(12a) and (l2d) become 

(14) 

and the inhomogeneous equations (l2b) and (12c) 
become 

d{3 + 41TY = O. 

Applying d to this last equation yields 

dy = 0; 

(15) 

(16) 

using vector notation, we obtain the equation of 
continuity 

div J + op = O. 
ot (16') 

From Eq. (14) one concludes that, at least in any 
region of space-time which can be shrunk to a point, 
there exists a I-form It such that 

dlt = ('I.. (17) 

We introduce the vector potential A and a scalar Ao 
by writing 

It = Al dxl + A2 dx2 + A3 dx3 - Aoc dt. (18) 

Equation (17) in vector form is 

rotA = B, 

loA 
- grad Ao - - - = E. 

c ot (19) 

In free space, everything simplifies according to 

E = D, H = B, J = 0, p = O. 

We introduce the metric into 4-space, whereby dx l , 

dx2 , dx3 , c dt form an orthonormal basis: 

(dx i , dx i ) = Oii, (dxi, edt) = 0, 

(c dt, edt) = -1. (20) 

The signature is 3 - 1 = 2. According to formula 
(11), 

We see that 

IX = (El dxl + .. ')(c dt) + (HI dx2 dx3 + ... ), 
{3 = -(HI dxl + .. ')(c dt) + (El dx2 dx3 + ... ) 

= *IX. 

Consequently, Maxwell's equations in free space are 
simply 

and 
d * IX = O. (22) 

V. DERIVATION OF MAXWELL'S EQUATIONS: 
AN APPLICATION OF DE RHAM'S THEOREM 

In the preceding section, we rewrote the usual 
Maxwell equations (12) as Eqs. (13)-(15), according 
to Flanders. Thus, the derivation of the Maxwell 
equations reduces to that of Eqs. (14) and (15). In 
other words, our task is to derive these equations 
from the invariant equation (1). 

We introduce the Laplacian operator. I Let j be a 
function on En. Then the Laplacian aj of a O-formj 
is defined as 

d * dj = (aj)a, (23) 

where a is the volume element a l II a2 II ... II an. 
In the following, we introduce theoremsl without 

their proofs on the integration of forms over a mani­
fold, which are needed later because we consider also 
the singular points of differential forms.8 

Stokes' Theorem: Let w be a p-form on a manifold 
M and c a (p + l)-"chain." Then we have 

r w = r dw, 
Joe Jc (24) 

where oc denotes the "boundary" of the chain c. 

Stokes' theorem is the generalization of Gauss', 
Green's, and Stokes' theorems in ordinary vector 
analysis. 

A "closed form" is a differential form w on M 
satisfying dw = O. An "exact form" is a differential 
form w on M satisfying w = dYJ for some form YJ on 
M; in this case, w is integrable on M. 

To each p-"cycle" z on M, i.e., a p-chain z which 
has no boundary, oz = 0, there corresponds a 
"period" S z w of w. 

De Rham's First Theorem: A closed form is exact 
if and only if all of its periods vanish. 

*(dxl dx2) = -dx3(c dt), etc., 

*(dx1c dt) = dx2 dx3 , etc. 
De Rham's Second Theorem: Suppose that to each 

(21) p-cycle z there is assigned a number per (z) subject 
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to the consistency relations that whenever represented by the generalized fU .. ·lctions Ji and p: 

then 
(25a) w~ = -47T(JI dx

2 
dxs + J2 dxs dxl + J s dxl dx2

) dt 

+ 47TP dx1 dx2 dxa• (29) 

(25b) Thus, the vanishing of the period means 

Then there exists a closed form W on M which has the 
assigned periods 

f. W = per (z) for each p-cycle z. (26) 

Thus, we are ready to proceed to the derivation of 
Maxwell's equations from Eq. (1). Equation (1) 
shows, in the limit of tlxi --+ dxi, i = I, 2, 3, and 
M --+ dt, the dependence of the differential dt on 
dXi. Therefore, we have the following physical 
requirement of our I-forms, as is seen from the 
definition of the exterior product: 

dx A dy A dz A dt = O. (27) 

It is to be emphasized that requirement (27) does not 
follow from the invariance of the quantity (tlS)2, 
which is used in the theory of Lorentz transformations. 

Because of the 4-dimensionality of our space 
(x, y, z, t) and requirement (27), the differential 
forms of highest degree which we must integrate are 
those of 3-form. Let wabe one such 3-form; then 
dWa = 0 on E' because of the requirement (27). 
De Rham's first theorem guarantees the integrability 
of Wa on our space E', provided all of its periods 
vanish. We show in the following that this condition 
in the presence of a singular point can be interpreted 
as the continuity equation of the current density, i.e., 
Eq. (4b). The period of Wa is defined as Jzs Wa, where 
Za is a 3-cycle in E'. By the Jordan-Brouwer theorem9 

of topology, Za decomposes E' into exactly two 
regions, the inside M and the outside. In other words, 
any 3-cycle Za is a boundary in our space, i.e., Za = 
aM. Thus, if there exists no singular point in E', then 
all periods of Wa are zero according to Stokes' theorem. 
Therefore, by de Rham's first theorem, Wa is exact, 
i.e., integrable on E' in this case. However, if there 
exists a singular point Po in E',we must modify the 
argument. The "period" of a form around a singular 
point can be represented10 not by the class of ordinary 
functions, but by that of generalized functions in the 
Schwartz sense.H Let this "period" be called the 
"current" according to de Rham.10•12 Thus, we have 
the following formal equation which includes the 
singular point: 

Wa = w~, (28) 

where w~ is a 3-form whose components can be 

o = i Ws = i w~ = r w~ = r dw~, 
Zs Z3 JaM JM (30) 

where we have used Stokes' theorem. IS Therefore we 
have, formally, 

dw~ = 0, (31) 

which is the expression in terms of differential forms 
of the continuity equation, i.e., Eq. (16). Thus, the 
3-form Ws is integrable if and only if condition (31) is 
satisfied; then there exists a 2-form W 2 on M - {Po} 
such thatl

' 

(32) 

The singular points of W 2 may, generally, introduce 
another type of "current" according to the topological 
character of 2-cycles. This point is discussed in the 
next section, and we proceed under the assumption 
of the integrability of W2. We have a I-form WI such 
that 

(33) 

Furthermore, we assume the integrability of the 
I-form 

(34) 

where Wo is a O-form, i.e., a function X(x,y, z, t): 

Wo = x· (35) 

It is to be noted that, in Eq. (33), according to the 
theorem of Sec. III, WI is determined up to an 
arbitrary additive I-form dwo: 

W 2 = dAI for Al = WI + dwo. (36) 

By requirement (27), we have the following conditions 
for 4-forms: 

(37) 
and 

d. dwo = O. (38) 

Our task is to interpret Eqs. (32)-(38) in physical 
language, with the help of the discussion in Sec. IV. 
Equations (28), (32), and (33) yield the equations 

(39) 
and 

(40) 

which correspond to Eqs. (22) if we neglect the 
current w~. Thus, the components of the 2-form W 2 

are interpreted as the "electric field" E and the 
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"magnetic field" H: 

W2 = (El dxl + .. ,)(C dt) + (HI dx2 dx3 + .. '). 
(41) 

Equations (39) and (40) are Maxwell's equations for 
E and H including the current. Therefore, the I-form 
WI corresponds to the electromagnetic potential AI" 
i.e., Eq. (18). Equation (33) corresponds to Eq. (19). 
Equation (36) represents the gauge transformation. 
Equations (37) and (38) are the Lorentz condition 
for the potential and the wave equation for the gauge 
function X in the usual theory of electromagnetic 
field, respectively. These facts can easily be seen, 
using the relations 

*dx" = dxfJ dxY dxD
, IX =F 4, 

*c dt = -dxl dx2 dx~, 
and 

dx" dxfJ dxY dxD = (1, 

where dx4 = edt and (IX, (J, y, c'l) are cyclic permuta­
tions of (1,2,3,4) and (1 is the volume element of £4. 

VI. ON THE ELECTRIC AND MAGNETIC 
POLARIZATIONS 

In the preceding section, we saw that a singular 
point in space-time introduces a "current" into the 
differential form according to its topological character, 
in the sense of de Rham and Kodaira.10 "Matter" can 
be considered as a singular point (or an assembly of 
singular points) of the Maxwell field. The "current" 
is represented by the class of generalized functions. 
Therefore, the properties of matter are to be repre­
sented by generalized functions. This statement is 
similar to that expressed by Papoulis,15 in which it is 
suggested that "physical quantities" are to be charac­
terized by generalized functions. In this section, we 
point out the significance of this fact in the electro­
magnetism of matter, as an example. 

In the usual experiment in solid state physics, 
using electromagnetic field, the spatial surface S2 of a 
sphere surrounding the sample material is considered 
as a 2-cycle in £3 which cannot be deformed to a 
point. Therefore, the material introduces the "cur­
rents" w; and w; into the 2-forms W 2 and *W2, Eq. (41): 

W2 = w~ and *W2 = w~. (42) 

In the usual theory of electromagnetism, we know 
that the electric and the magnetic fields "in the 
material" are modified by the "electric polarization" 
P and the "magnetization" M16: 

D = E + 47TP, 

B = H + 47TM, (43) 

where D and B are called the "electric induction" and 
the "magnetic induction", respectively. Therefore, 
w; and w; are expected to represent the physical 
quantities P and M17: 

w~ = -47T(MI dx2 dx3 + M2 dx3 dxl + M3 dx1 dx2
) 

and 

w~ = -47T(Pl dx2 dx3 + P 2 dx3 dx1 + P 3 dx1 dx2
). 

(44) 
Similarly, Eqs. (39) and (40) are modified to become 

and (45) 

which correspond to the "formal" equations (12). In 
other words, Eqs. (44) are the physical interpretation 
of the "currents" w; and w;, which express the 
"character of the material." It is to be emphasized 
that the components of w; and w;, i.e., P and M, 
are represented by the class of generalized functions, 
not by the class of ordinary functions. The usual 
Maxwell equations (12) neglect this fact, and mix up 
(ordinary) functions E (or H) and generalized func­
tions P (or M) with result"functions" D (or B). As 
opposed to ordinary functions, generalized functions 
are linear functionals defined on a certain function 
space, and are usually represented by using certain 
integrations.u Therefore, generalized functions P 
(or M) have "global" character in spite of the fact that 
functions E (or H) have local character. In physical 
language, the dimensions of the quantities P (or M) 
and E (or H) are different by the dimension related to 
the integration by which the generalized function P 
(or M) is represented. The usual equations16 

D = fE and B = ,uH, 

where f and ,u are called the "dielectric permeability" 
and the "magnetic permeability" respectively, neglect 
this fact. There exists no guarantee of the equivalence 
of the dimensions of E (or H) and P (or M). There­
fore, the difficulty on the dimensions of f and,u arises. 
This fact explains the origin of the fundamental 
difficulties18 on the dimensions in the usual theory of 
electromagnetism. 

Next we consider the "current" appearing in the 
I-form WI, i.e., Eq. (18) or (34). In the experiment of 
the persistent current in a superconducting ring19 we 
can form the I-cycle in E3 which cannot be deformed 
to a point without cutting across the ring. Therefore, 
the ring introduces the "current" w~ into the I-form 
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This equation corresponds to the London equation20 

in the theory of superconductivity, which connects 
the electromagnetic potential to the current density 
J' according to the relation 

where A is a constant depending on the material. 

VII. CONCLUSIONS 

We have discussed Maxwell's field in 4-dimen­
sional Euclidean space using the technique of differ­
ential forms. In these discussions it has clarified 
that the Maxwell equations for electromagnetic fields 
are elementary consequences of the definition of time 
postulated in Sec. II or,roughly speaking, the invari­
ance of the speed of light. Thus we have shown, from 
"first principles," the interrelationship between elec­
tromagnetic fields and light that has been suggested 
for some time. It has also shown that the topological 
character of the space has the particular importance 
for the integration of the field and that singular 
points introduce various kinds of "currents." The 
character of a material is described by these "cur­
rents," which are represented by generalized functions. 
This fact has particular significance for those various 
branches of physics in which integrations including 
singular points are used. 21 Furthermore,we have seen, 
in Sec. V, that the usual continuity equation of the 
current density is the elementary consequence of the 
10rdan-Brouwertheorem applied to our 4-dimensional 
Euclidean space under the requirement of integrability 
of the field. 

It is to be noted that we have not used in the 
above discussions the concept of Lorentz transforma­
tion at all. 
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